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For nearly three decades, researchers have explored the use of augmented reality for facilitating collaboration
between humans and robots. In this survey paper, we review the prominent, relevant literature published since
2008, the last date that a similar review article was published [35]. In each section, we organize our review
particularly with respect to a chronological perspective, to emphasize how the research has changed over
time. We begin with a look at the various forms of the augmented reality (AR) technology itself, as utilized for
human-robot collaboration (HRC). We then highlight specific application areas of AR for HRC as well as the
main technological contributions of the literature. Next we present commonly used methods of evaluation
with suggestions for implementation. And we end with a look towards future research directions for this
burgeoning field. We anticipate that this review will be useful to those whose work involves the combination
of augmented reality with any kind of human-robot collaboration.
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1 INTRODUCTION

Augmented reality (AR) has been explored as a tool for human-robot collaboration (HRC) since 1993
[73], and research related to AR for HRC has expanded further with the deployment of the Magic
Leap 1 [66] and Microsoft HoloLens 2 [72], arguably the most advanced head-mounted displays for
AR on the market. In 2008, Green et al. [35] presented a literature review of AR for human-robot
collaboration, and in the 12 years that have passed since then, AR for HRC has evolved immensely.
The ACM/IEEE International Conference on Human-Robot Interaction hosts annual workshops on
Virtual, Augmented, and Mixed Reality for Human-Robot Interaction (VAM-HRI) [116], further
evidence that these technologies of augmented reality and robotics are becoming increasingly used
together. This survey is intended to be a continuation and expansion of the review begun by Green
et al. [35].

Milgram et al. [73] define augmented reality as an overlay of virtual graphics and virtual objects
within the real world, and this is the basic definition used throughout this paper. Whether the
real world is viewed unobstructed, partially obstructed, or through an intermediate display, the
AR features are placed over these real world images. This paper aims to focus on the topics of
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augmented realitas applied speci cally tdhuman-robot collaboratigand thusexcludeselated

but di erent topics such as virtual reality, augmented virtuality, or augmented reality for purposes
other than HRC. Because human-robot collaboration occurs across all types of robots, we include
examples of this variety within every section.

We begin by exploring the many di erent manifestations of AR as it has been used for HRC
since 2008 (Section 2). We then continue by summarizing the varied applications for AR in HRC
(Section 3). In Section 4 we look at the speci ¢ contributions of the relevant research from 2008
until now. Section 5 reviews a representative selection of the evaluation strategies and methods
utilized in the related studies. And we conclude with a vision for where research on AR for HRC
might be most useful in the future (Section 6).

2 REALITY AUGMENTED IN MANY FORMS

Augmented reality can manifest in di erent forms, as some modalities are better suited for certain
uses than others, and AR has evolved signi cantly in the last decade. Head-mounted displays are
some of the most commonly considered AR devices, but mobile phones and tablets o er a di erent
experience with augmenting the real world. Below we discuss various modalities of AR, their uses,
and how they have changed over time, particularly as applied to human-robot collaboration. We
do this by presenting a list of works for each AR modality.

2.1 Head-Mounted Display

(c) A user wearing the Microso
(@) A webcam a ached to the ) A "slenderized HMD" [80].
eMagin 7800 [36]. (b) [80]-HoloLens [111].

Fig. 1. Examples of HMDs from (a) 2009, (b) 2013, and (c) 2018.

Head-mounted displays (HMDs) for AR have increased in popularity for use in HRC as the
technology has matured. Furthermore, since 2009 the research has evolved from showing basic
prototypes and designs for using HMD4&9 to more recently providing detailed design frameworks
[111] and conducting extensive user studies with HMDs [121], [16], [88], [112].

Generally HMDs are used for in situ interactions with robots, whether aerial, tabletop, or
ground-based. This way the virtual images (objects and/or information) can be placed over the
physical objects within the environment that the user is currently experiencing. Depending on the
maturity of the technology and the desired implementation virtual images can be eidgercentric
or exocentricAn egocentric image moves with the user, as if it were physically attached to their
display. An exocentric image is static to the outside world, so that when the user looks away, they
can no longer see the virtual image.

In [19, the human user draws a guide path for a humanoid robot in the HMD, and the speci c
left and right footsteps are then shown to the user in their HMD such that they can anticipate
where the robot will step. The robot plans its speci ¢ steps based on the general path provided by
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the human. (See Figure 2.) In this paper written in 2009, all of these technologies are obviously still
relatively nascent, a full user study is not conducted, and some alternatives to drawing the robot
path are considered, such as joystick control. We see this change with modern research showing
an increased expectation of rigor, a positive indicator of the eld maturing.

Also in 2009, Green et alBf utilize an HMD
to allow a user to view virtual obstacles and
plan a path for a simulated robot in AR. The
HMD device used in the study, the eMagin Z800
(see Fig. 1a), was wired to a computer, and the
work was done in simulation. This simulation-
based work is further evidence of earlier studies

nding ways to conduct AR-HRC research with
still-maturing platforms. Fig. 2. An AR view of the user-drawn guide path and

Four years later in 2013, Oyama et &8(] the future footstep locations of the humanoid robot

debuta slenderized HMD (see Fig. 1b) to allow19].

a person to remotely operate a robot by giving

them a perspective to sess if they werdghe robot. The device utilizes the same base HMD as in
[36], but then also augments it with stereo cameras and a wide eld of view camera. Similarly, the
HMD in [57] allows for teleoperation of an unmanned guided vehicle, but in this case the operator's
view is augmented with an arti cial horizon indicator and heading information. Furthermore, the
operator can look around the entire environment, as they are e ectively immersed in it with the
use of the Oculus Rift HMD, a device intended for virtual reality more than augmented reality. This
begs the question of what actually counts as AR; in these ca&¥sd(, the human's reality is

not actually being augmented, they are instead being placed virtually into the environment of the
robot. We claim that it is in fact augmented reality, since it is not a virtual environment that is
being augmented. Despite the human not existing in the same location as the robot that they are
controlling, a real environment is being augmented with virtual images, all of which the human
user is able to see and a ect.

The Microsoft HoloLens was introduced in 2016, facilitating a urry of new research on AR for
HRC using HMDs (see Fig. 1c). Readers may note that the HoloLens is referenced throughout the
literature mentioned in this paper, as it is relatively straightforward to work with and represents
the state-of-the-art in augmented reality technology for head-mounted devices. Pictured in Figure
1c and Figure 19a, the HoloLens 1 places images as holograms, or virtual images overlaid on the real
world, in the wearer's eld of view. In B9, Guhl et al. provide a basic architecture for utilizing the
HoloLens for industrial applications. Using tools such as Unity and Vuforia, robots can be modeled
on the HoloLens, safety planes can be rendered to keep the human and robot safely separate, and
sound can be played. These concepts and capabilities are suggested in hopes of allowing users to
foresee robots' motions and thereby productively interfere.

Technology in [L1§ takes the AR user's environment and transforms it into the remote
environment of the teleoperated robot. Real objects in the user's environment are combined with
virtual objects in AR, such as the robot and the objects with which it is interacting, thereby
reconstructing the actual site of the robot for the teleoperator.

A robotic wheelchair user in123 is out tted with a Microsoft HoloLens. A rear-view display
is provided, the future paths of the wheelchair are projected onto the oor, possible obstacle
collisions are highlighted, and vector arrows (showing both direction and magnitude) change with
the user-provided joystick velocity commands. One set of ndings from this study was its deeper
understanding of users' comfort with AR feedback. They also further con rmed the restrictive
eld of view of the HoloLens and cited it as a limiting factor in the usefulness of the AR. Work in
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[12] then builds on [L23 by adding Explainable Shared Control to the HMD. In this way the
researchers aim to make the robotic wheelchair's reasoning more transparent to the user. The AR
is classi ed as environmental (exocentric) or embodied (egocentric), depending on whether it is
xed to the environment or xed to the user or robot. In another recent robotic wheelchair study
using the HoloLens 14, di erent types of icons and display modes are tested. The user can control
the wheelchair from within the AR interface, and a choice of movement options is shown to the
user in their eld of view.
The HoloLens was also used to program a
URS robot arm to conduct pick and place tasks
in [99. The platform uses the built-in recog-
nized HoloLens gestures to interact with the 6
degree of freedom robot via a drag-and-drop
type gesture. The goal of this system is to en-
able a user to command a robot to perform
pick-and-place actions, moving Lego blocks
from one location to another. In§7], a feasibil-
ity study explores a method of generating the
robotic arm as a manipulable hologram within

Fig. 3. An AR view of a user manipulating the hologramthe HoloLens, using a regisiration algorithm

overlay; the linkage changes color when select&d][ and the b.U|It—|n ggsture reCOgmt'on' The \_”r'
tual robot is overlaid on the physical robot, with

the goal of teleoperation (see Fig. 3). Either the
end-e ector can be manipulated, or the linkages can be moved to create the desired positions.
In practice, issues with segmentation resulted in the hand tracking not performing well on dark
backgrounds and when close to objects.

The study conducted ing6 uses a HoloLens in conjunction with an actuated spray robot for
application of speci ¢ doses of topical medication. The amount of medication dispensed is shown
to the user only via AR, rendering an otherwise unobservable result for the user.

Reardon et al.9 show how AR can aid a human who is conducting search e orts collaboratively
with a mobile ground robot. In this case the robot is providing location and navigation information
to the human teammate via AR. The primary technical contribution from this study is the alignment
of the frames of the human and the robot. This study also uses AR markers for testing of targets
and navigation. The goal off is to evaluate the HoloLens's performance under 5 di erent
visualization modes: without any sensor data visualization; with laser scan visualization; with
environment map visualization; with laser scan and environment map visualization; and with laser
scan, environment, and navigation visualization. The experiment uses AR to present a visual map
of the space, set goal locations for the ground robot, and visualize the robot path along the oor.
The main limitations of the technology are from constant visualization of real-time data, especially
the laser scan data for position and obstacle tracking.

Hedayati et al. 47 explore three di erent design methodologies, which all prove to be im-
provements over the baseline. A HoloLens is again utilized as the ARHMD platform, with three
classi cations for interface designs: augmenting the environment (which they callRngstrum
design), augmenting the robot (thealloutdesign), or augmenting the user interface (tReripherals
design). These design frameworks work quite well for the situations where the robot is separate
from the human and they are collocated in the environment, but may not apply as well in all
situations, for example when the robot is a wheelchair that the user is operating from a rst-person
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perspective. In related work 1[L] also utilizes this design framework (augmenting the environ-
ment, augmenting the robot, augmenting the user interface), and showcases four reference designs
(NavPoints, Arrow, Gaze, Utilities) for designing AR for HRC.

Limitations and drawbacks of head-mounted displays are made cleaB&) yvhere a HoloLens
is used to assist the rst assistant during robotic-assisted surgery. The weight of the device as well
as its limited eld of view are both stated as problematic in participant interviews. The intent of
AR in this case was to be able to (virtually) view instruments inside the patient and to provide
real-time stereo endoscopic video in a convenient location.

Similarly to [88, [113 also uses a HoloLens to display a hologram robot ( virtual surrogate ) that
is manipulated for teleoperation. However, in this study the user is collocated with the robot, which
is an aerial quadcopter robot instead of a tabletop robotic arm, and a handheld Xbox controller
instead of hand gesture recognition is the mode of teleoperation. Two designs are tested: one which
behaves like a typically teleoperated robot with the physical quadcopter immediately responding to
the virtual surrogate's movements, and another where the virtual surrogate is used to set waypoints
in AR which the physical quadcopter can be signaled to begin at any time. These are compared
against a purely teleoperated robot, without any virtual surrogate. In the user study, both task
completion time and response time are faster in the experimental conditions, and participants also
preferred the experimental designs over direct teleoperation.

2.2 Mobile Device Display

Augmented reality that uses a separate mobile device display, such as a tablet or smartphone, is a
frequent implementation of AR. See Figure 4 for some examples of these mobile device displays
over time. These kinds of devices are ubiquitous, and creating an app that can be deployed to almost
anyone is relatively straightforward, simple, and inexpensive. Since the release of the iPhone in
2007, mobile devices like it are increasingly at people's ngertips, and there is already a dependable
baseline level of familiarity with how to interact with AR in this form.

(a) Sony Vaio ultra mobildP) Samsung Galaxy S (¢) Apple iPad Pro used in
PC used in [30]. used in [60]. 29]. (d) Google Pixel XL
used in [15].

Fig. 4. Examples of mobile device displays from (a) 2011, (b) 2012, (c) 2017, and (d) 2019.

The AR format in BJ uses the Sony Vaio ultra mobile PC, a handheld touchscreen device that
recognizes ducial markers in the space to provide on-screen information to the user, enabling
them to program a robot to carry out a limited set of tasks (see Fig. 4a). The user takes photographs
with the handheld device, enabling recognition of objects and locations in the photograph, and
then actions are allowed to be programmed using these recognized objects and locations. In this
way a robot can be programmed to operate simple home appliances, such as a hot water kettle.

The Samsung Galaxy S Il smartphone is useda@,[as the mobile device on which to display
AR, with the goal being intuitive industrial robot programming. The mobile device displays virtual
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objects relevant to the robot's motions, and the user can interact using hand gestures (see Fig. 4b).
Information from both an external 3D motion tracking system and the 2D camera on the mobile
device are combined to interpret the hand gestures.

Also in 2012 1q present an iPad application for arranging robotic movable furniture either in
situ with AR (Augmented/A) or in virtual reality ( Virtual/V ). Tables and chairs can be placed
virtually into the actual environment, and di erent experimental conditions either allowed the
participant to move freely about the space with the iPad ( Dynamic/D ) or required them to remain
stationary with the iPad anchored in place ( Static/S ). Participants were also tracked with the
Kinect sensor. All subjects in this 2x2 study were provided time to practice using the software on
the iPad using the virtual, static condition, and then performed two of the four conditions (SV,
SA, DV, or DA). Participants preferred dynamic over static conditions and performed better in
the dynamic condition with respect to precision, and also expressed a preference for augmented
representation over virtual despite no observed performance di erences. The choice of an external
mobile display for the interaction is notable here, as it allows the person to manipulate objects on a
tangible screen while moving around the environment with their eld of view unencumbered.

A Samsung Galaxy Tab 4 is used to compare the use of AR with traditional robot programming
in an industrial environment in L0g. The participant completes three di erent tasks to program a
Sphero 2.0 robot ball in either an AR or no-AR condition. In the AR condition, task-based support
parameters are provided, whereas these parameters are not given in the no-AR condition. Workload
measures are lower in the AR condition, while task completion time increases, possibly due to
the apparent desire for participants to be more accurate in the AR condition, provided with more
visibility to the task.

More industrial robot programming is explored with mobile screen AR 80 The user rst
moves around the space with a tablet, using pointing and arm movements, while the 6-DOF robot
arm remains stationary. Next the user validates robot poses and trajectories aided by the AR
application, able to adjust the program as well as physically move the robot. Finally the user leaves
the area so that the robot can safely demonstrate its learned movements. Gestures are recognized
using the tablet's camera, the user receives AR feedback on the gesture interpretation, and a virtual
robot is also displayed to demonstrate the current program.

The Apple iPad Pro is the mobile device of choice fagj[(see Fig. 4c). Fiducial markers are
arranged on a table surrounding a humanoid robot with two 6-DOF arms. Manipulable objects, also
labeled with markers, must be moved around the table. Three di erent interfaces, all using the iPad,
are tested in a between subjects study. The three interfaces are a Conventional Egocentric (to the
robot) Interface, where users view the area from the perspective of the robot's on-board camera;
a Conventional Exocentric Interface, which displays an overhead camera view of the workspace;
and an experimental Mobile Mixed-Reality Interface, which uses the tablet's rear-facing camera
as the point of view. The reachable space can be highlighted virtually on the tablet. Statistically,
participants perform equally well with all interface modes. Because the Egocentric Interface requires
users to move around to gain perspective of the robot, this modality is less preferred by participants
than the other two modalities. Likewise, the Egocentric Interface users also report higher workload.
There is obvious variability among participants using the mobile interface, possibly due to the
variety of movements available to those users.

In [109, a Google Tango tablet with an RGB-D camera is used to de ne spaces that a mobile
robot is allowed to occupy, using virtual borders . Holding the tablet, a user moves around the
space and chooses points in a speci ed plane. These points are displayed on the screen along with
the virtual borders which they de ne. This method is compared against two baseline methods:
visual (physical) markers and a laser pointer. Ultimately the results showed that the tablet method
produced similar accuracy as the baseline methods and resulted in a faster teaching time.

,Vol. 1, No. 1, Article . Publication date: March 2020.



A Survey of Augmented Reality for Human-Robot Collaboration 7

In [15, a Google Pixel XL allows a user to select an object and a goal location, which are then
shared with a 4-DOF tabletop robot manipulator with a 1-DOF gripper. The mobile AR display
features two buttons (one for setting the target and another for clearing), crosshairs to assist with
locating a target, shading to denote reachable regions, and virtual objects to indicate intended
nal placement (see Fig. 4d). Di erent versions of the interface are provided to allow the user to
program either one pick-and-place object at a time or multiple objects together. Participants rate
the workload required for this task and interface as relatively lodJ extends fL§ by expanding
the types of objects to be manipulated, allowing for two di erent grasping modes (vertical and
horizontal), and adjusting the AR display accordingly.

The software developed iref is intended to facilitate trust between robots and users, using
a mobile phone AR application to increase transparency. The AR display has modes that show a
ground robot's decision-making capabilities in tree-like formats. Subtrees can be expanded with a
tap, and users can debug the program and access additional information. This kind of transparency
increases the likelihood that the robot is perceived as alive, lively, and friendly by study participants.

As demonstrated by this chronological review of mobile device AR display, the uses are incredibly
diverse and allow for a variety of functionality and information provision.

2.3 Projection-based Display

Another commonly used mode of augmenting the real world for
HRC is projection. Much of the work in this area has occurred
within the past 4 or 5 years, perhaps due to the maturation of
projection and motion capture technologies.

In 2016, work in #] utilizes projection mapping to facilitate
autonomous robotic welding. An operator uses a Wii remote to
control a cursor and communicate with the robot. In the experi-
ment, the projection is displayed on a mock-up of a shop wall. The
participant completes two separate tasks, one requiring them to
correct a number of incorrect locations for welding, and another
to teach the welding task to the robot. The functionality of the
projection system was rated relatively highly by mostly novice
participants. Fig. 5. Projection AR on a touch-

In a car door assembly taslb], projections are used to dynam-enabled table [70].
ically indicate various cues to human collaborators with robots.
Object locations are tracked with a vision-based system, and this enables projection mapping
on top of the 3D objects. Three modes of communication were tested: printed mode, in which
subjects received printed instructions; mobile display mode, in which subjects received a tablet
with instructions; and projection mode, providing just-in-time instructions via projection mapping
with mixed reality cues. Participants had to collaborate with a robot to complete the door assembly
task. The amount of time required to understand a subtask was lower in the projection mode than
in the printed or mobile display modes. Furthermore, the subjective questionnaire revealed higher
uency, clarity, and feedback with the projection mode. All participants also favored the projection
mode in this within subjects test.

In another industrial application70, a human subject uses spatial augmented reality to program
a robot to prepare parts for assembly. Projections are displayed on a touch-enabled table that is
also within reach of the robotic arms (see Fig 5). Since all work occurs on the table, the location of
the projections in this same area is intended to increase focus and situational awareness, improve
use by novice users, and remove the need for other devices. The tabletop system serves both as
input for the robot and feedback for the human. Lists of instructions and programs, dialog boxes,
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