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ABSTRACT
Large language models (LLMs) are rapidly being incorporated into
human-robot interaction (HRI) systems. Many researchers have
already acknowledged some of the potential dangers of such work.
However, a comprehensive method for analyzing the safety and
risk implications for LLMs in HRI does not exist. This extended
abstract is a call to action. First, the LLM-HRI community must
commit to a safety and risk analysis methodology. Second, the
community has a responsibility to advocate for safe use of LLM-
HRI technology. In this dynamic world of emerging technology,
process and commitment to safety will be paramount.
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1 INTRODUCTION
With increasing frequency large language models (LLMs) are being
released, and with an uncanny sense of urgency researchers are de-
veloping interfaces to facilitate their use with robots. Google, Apple,
and others [5, 12–14, 16] have introduced research demonstrating
the use of LLMs with robots, frequently showcasing impressive
feats that have so far eluded other approaches. Often these prod-
ucts are debuted to the public without an acknowledgement of the
impact that they can have. While we should laud transparency, any
publication of work should also acknowledge the associated risks.

An open letter was written and signed by many esteemed HRI
contributors that calls for robots to not be developed or used for
questionable law enforcement activities [15]. A “consensus paper”
from prominent researchers in AI and robotics was shared in 2023,
highlighting large-scale risks of AI in light of the recent explosion of
LLMs [4]. A cautionary “Statement on AI Risk” continues to collect
signatories [7]. And the conversational AI community is fostering
discussions [2].Now we need to turn these words into actions,
bound by a commitment to acknowledge the safety implications of
our work. What follows in this paper is a call to action for safety
and accountability when using LLMs within HRI systems.

When publishing such research, our venues should require au-
thors to make statements regarding what the assumptions and
impacts of their work may be, both positive and negative. While
many deficiencies of existing LLMs are already apparent and well
documented, these measures will help to proactively mitigate harms
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from others that have yet to be revealed. We must not only antic-
ipate these known unknowns, but also be aware that there exist
“unknown unknowns”. With this foresight we can prepare, provide
safeguards, and anticipate what might come next.

Thus, our call in this short paper is two-fold: (1) Ameaning-
ful safety & risk analysis should be included with paper submissions
and open research publications. (2) HRI researchers have a social
responsibility to advocate for safe use of robotics that uses LLMs.

For (1), we can look to existing research on model cards to for-
mulate an appropriate method for doing so within HRI. We propose
one such method here for the sake of discussion. For (2), we not
only must take responsibility for the technology that we develop
and refine, but we must also take steps to inform policymakers and
make the general public aware of the current state-of-the-art and
its limitations. More details follow below.

2 SAFETY AND RISK ANALYSIS FOR
HUMAN-LLM INTERACTION

Risk analyses feature prominently in a variety of contexts, including
financial, IT, environmental, and health. Reasons for this are largely
business-driven, but also have implications for local communities
and society at large. However, risk analyses are less common for
academic research, which rarely discusses potential societal impacts
of the work beyond the focused tasks or use cases they target. As
barriers between research and application shrink, this must change.

2.1 The Case for Safety and Risk Analysis
First, we must acknowledge that disparate risk tolerances and risk
attitudes exist, both among researchers and among the public. The
designers and developers of a system should have detailed insights
into how the system functions, and thus perhaps have different
perceptions of risk and safety for the performance of the technol-
ogy than a user who was not involved in the system design and
development. Such a user may be more risk averse, but has less
insight into the functionality of the system to justify their percep-
tions. Formative research in public perception of safety and risk
showed that new technologies invoked a higher risk rating [6].
Recent work even argues that we should make the AI system itself
more adaptable to different risk attitudes [11].

Second, the external perception of emerging technologies is
influenced by media portrayals and framing, perpetrating stories
and images related to a “robot apocalypse,” “Skynet,” and other
scenarios where robots (physical and computer-based) overtake
humanity. It is our responsibility to interrupt this narrative when
it begins to permeate the public and instead replace it with one of
informed caution when necessary.

Finally, when it comes to conducting research with LLMs on
robots and chatbots as they interact directly with humans, there
are real and impactful implications of this work. The risks involved
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in the results of these technologies depend on the purposes for
which an LLM was designed, what safety measures have been im-
plemented outside of the LLM, the embodiment (or not) of the robot,
how the robot itself is characterized, and other factors. Implications
can include something as benign as moving the wrong object on
a table or something more dangerous such as a person following
harmful advice as convinced by the output of one of these models.

Thus, it is imperative that as ethical researchers we should be
forthcoming with the risks that the results of our research pose. One
response is the “model card” or “system card,” initially proposed by
Mitchell et al. [8]. A model or system card details the implementa-
tion of a machine learning model or artificial intelligence system,
and may also include other details like information about training
data and target use cases or applications. However, the subsections
relevant to risk are distributed throughout the document. Further-
more, this practice is not inclusive to cyberphysical or HRI systems.
We propose to alter the model card baseline to be more relevant to
robotics, and to be more thorough than an impact statement [1].

2.2 A Model (Card) for Safety and Risk Analysis
We start an outline for a safety and risk analysis by examining the
model cards presented in [8] as well as the main sections of the
system cards published by OpenAI for GPT-4 and GPT-3.5 [9, 10].
The system card for GPT-4 especially focuses on safety throughout
the document, examining safety from the viewpoint of the user,
and links to additional reports on disinformation, misuse, and im-
pacts on the economy and labor market. These documents present
workable models for what a meaningful risk analysis could look
like for HRI that incorporates LLMs, in contrast with a meaningless
analysis that does not provide functional or actionable insights.

A proposed outline for risk/safety analysis:
• Overview of the system and its intended purpose
• Physical risks (individual and large scale)
• Psychological risks (individual and large scale)
• Societal risks
• Other risks
• Ethical implications

These categories focus on the effects of the LLM-HRI system
and could accompany a model/system card that focuses inwardly
on the development of the model, its evaluation, or its intended
uses, for example. Factors to consider in each category include
the data used for training, testing, and validation; the impacts and
risks beyond intended uses; design decisions for implementing the
model with the robot; testing methods; and the composition of the
development team. An acceptable level of analysis would mean
that each category has received due diligence; these categories and
sub-categories could be revised and detailed once put into practice.

3 ADVOCACY AS SOCIAL RESPONSIBILITY
As with any new technology or practice, at first it takes concerted
action to make it a convention. Here we call on the HRI community
to be part of instituting this change. To do so we must look to 3
different and parallel approaches. (1) First, we need to appeal to
our colleagues in this immediate field and related ones to build a
network of collaborative and influential action. (2) Second, we need
to increase the visibility of our published work on LLM-HRI as well

as its potential impacts to the public and the mainstream media.
(3) And third, we must connect with policymakers who have the
power to enact laws around the safe use of emerging technologies.

Collegial action. Within the field of HRI, and especially where
LLMs are incorporated into HRI research, we have a responsibility
to discuss with our colleagues the real impacts of our work and
normalize openness about potential unintended effects. Effective
scientific culture requires the flexibility to intellectually explore
the far reaching ramifications of our results, both positive and
negative. Beyond discussion, we as a community must set specific
and actionable expectations for how to responsibly characterize
the risks and benefits associated with publishing our work.

Media exposure. The visibility of our work and its implications
is an important element of safety, risk, and accountability. Aca-
demic venues such as conferences and journals are essential, and
we include those in the previous point on discourse with colleagues.
However, without reaching the general public, or even the indus-
tries for which our work is intended, our efforts are meaningless.
Thus, we have an obligation to reach out to media who can help
amplify our work, especially regarding the safe and proper use of
LLMs in HRI and HCI, with a balanced and responsible perspective.
Outlets such as The Conversation [3] are a starting point, and even
the media engines at our individual institutions. Local newspapers,
radio stations, and podcasts provide farther-reaching and poten-
tially impactful modalities for helping to educate the general public
about the issues at hand, and for encouraging ongoing discussions
and subsequent action. We must each take initiative in starting and
driving the discussion, otherwise someone else will.

Policy. Our ultimate social responsibility is to convince policy-
makers at all levels to enact rules and laws that promote safe and
responsible use of robotic and AI-based systems. In collaboration
with our colleagues, and with the visibility provided by media out-
reach, along with the social clout of our academic work, we are
uniquely positioned to work with policymakers. The most visible
example of this in the United States might be tech CEOs testifying
in front of Congressional committees, but we can work at the lo-
cal and state levels and in other countries as well. Because of the
rapidly changing status of the technologies that we research, our
contributions are urgently and constantly needed. Policymakers at
every level and in a variety of government agencies are looking for
guidance. Practically, this will mean (1) developing accessible train-
ing for researchers to effectively inform and propose realistic policy
recommendations, (2) creating a community of HRI researchers
to collaboratively advocate on issues, and (3) including policy rec-
ommendations as part of our safety and risk analyses. One policy
change we can implement immediately is to update journal and
conference submission guides to require a safety and risk analysis
as part of the submission process.

4 NEXT STEPS
This extended abstract proposed a number of new and urgent ac-
tions for the Human-LLM/HRI research community to take. Our
very next steps should be to update paper submission guides to
require a safety and risk analysis for all relevant submissions and
to initiate an advocacy group within the HRI community that can
lead the way for further necessary change.
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