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ABSTRACT

Robots often perform humanlike identities, which are familiar to hu-
man collaborators and perceived as likeable. Identity performances
that deviate from anthropomorphic standards can serve specific,
useful purposes. Some of these purposes include setting expecta-
tions about the robot’s abilities and sociability, altering perceptions
of its agency, making robot groups more manageable, and using the
flexible relationship between a robot’s embodiment and identity to
affect trust and understanding of the robot’s actions.
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1 INTRODUCTION

How best to design a robot’s identity is an open question. Robotic
identities are frequently modeled on human identities—using hu-
man names, humanlike speech, and humanoid forms—and are de-
signed for the purpose of interacting with humans. Robotic identi-
ties, however, do not follow the rules of human identities.

Unlike humans, robots don’t need to portray identity at all. For
many robots, like a manufacturing robot repeatedly performing
a single task, or a fully teleoperated drone, there is no need to
be perceived as a social being or an individual with agency. But
for social robots, presenting an identity may be a requirement for
accomplishing their goals: facilitating interactions with humans, or
distinguishing themselves from other robots.

If it portrays one at all, a robot’s identity is designed and pro-
grammed, not developed through personal experiences, preferences,
or social and cultural backgrounds. Robot identity doesn’t come
with an inner life like human identity: it’s entirely performative.
Some of the signals that can give a robot or artificial agent a sense
of identity include names, behavior, speech, and impermanent phys-
ical signals (lights, screen displays, or removable accessories) [6].
For the purposes of this paper we are not considering permanent
parts of a robot’s physical form as part of its identity. Robots have
a separation between mind and body: an artificial identity does
not need to be tied to a single physical form, but could move into
different bodies over time or inhabit multiple forms at the same
time. The identity a robot is performing does not need to remain
the same over time or in different situations, or evolve gradually: it
can be completely transformed with a line of code.

Robot identities are artificial; they are designed to imitate, with
limited fidelity, a human identity. Designers and programmers cre-
ating robot identities tend to turn toward humanlike identities. In
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many situations, this default makes sense, but deliberately devi-
ating from a humanlike design can serve a purpose. Because
robotic identities are entirely constructed, designers have a sub-
stantial amount of latitude in how they create them [6, 25]. Robot
identity affords opportunities to expand the way a robot commu-
nicates with its users. It also means robot identity design should
be thoughtful: designers must consider which goals a robot’s iden-
tity is serving, and whether a humanlike identity is effective in
achieving these goals.

There are certainly advantages to anthropomorphism in robot-
ics. People tend to prefer more humanlike robots over their non-
anthropomorphic counterparts in service roles [10] and find anthro-
pomorphic agents more trustworthy [3, 13]. Robots that produce
humanlike speech are assumed to be more capable than robots
that don’t [2], and anthropomorphic agents that produce more
humanlike text are also perceived to be more capable [8]. Peo-
ple are more comfortable around robots that communicate like
people—speaking aloud, even to other robots—than robots that
communicate in ways that aren’t transparent or understandable
to humans [22]. People are sometimes uncomfortable with non-
humanlike embodiment/identity combinations [11, 17], but seem
to accept humanlike ones.

The advantages of anthropomorphism described above may lead
to undesirable consequences. While it may be useful to make robots
seem competent (for example, by producing humanlike speech),
perceiving a robot as more capable than it is can cause someone to
inappropriately rely on it, interfering with effective task completion,
or lead to being dangerously inattentive to the robot and other
hazards in the environment [15]. Ultimately, calibrating trust [12] so
users rely on robots to an appropriate degree [9], is more important
than simply making the robot seem very trustworthy and capable.
Setting expectations of a robot’s capability low also leads to less
disappointment and more positive assessment of competence [14].

Heightened expectations for anthropomorphic robots are not
always a problem; in most social robotics situations, these increased
expectations carry low ethical risk [24]. In general, however, robot
anthropomorphism does not seem to lead to consistent improve-
ments on task performance [18]. While anthropomorphic robots
may be more likable, the ultimate goal for most robots is successful
task completion, not simply likability. Robot designers can use non-
anthropomorphic identity signals to add functionality that isn’t
available for robots performing strictly humanlike identities.

2 USES OF NON-ANTHROPOMORPHIC
IDENTITY

In the following sections we detail some of the uses of non-humanlike

identities. This is by no means an exhaustive list, but a collection of

situations and strategies that offer opportunities for non-humanlike

identities to be in some way useful.
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2.1 Setting Expectations of Ability

When a robot is anthropomorphic, either in its form or behavior, it
is perceived differently than a non-anthropomorphic robot. People
have higher expectations of speaking robots’ abilities, even in areas
not related to speech or social interaction [2]. Humanlike speech
also changes how people attempt to communicate with the robots
[20]. Using speech to anthropomorphize a robot makes it seem
more skilled in other domains, but setting appropriate expectations
is beneficial for successfully interacting with people.

Robot designers can set expectations for a robot by moving away
from anthropomorphic communication. Consider two designs for
a robot that guides people through a building: one talks to visitors
and explains the history of the building, and the other displays
the message, "Follow me to the room" on a screen, and doesn’t
communicate verbally. If the visitor wanted to go to a different
location in the building, they would be much more likely [20] to
expect the speaking robot to correctly respond to the request. If the
robot isn’t capable of correctly interpreting and responding to the
request, it might be worth the decreased likability to communicate
the robot’s limitations—and avoid the disappointment of failing to
meet expectations [14].

2.2 Social Relationships

Not every robot that works with people requires the same level of
sociability. Even among collaborative robots, social requirements
differ. Some may be primarily social agents, designed to engage
in extended conversations to answer questions, tutor students, or
provide entertainment. For agents like this, maximizing their hu-
manlikeness is probably desirable, because it sends a strong message
that they are likable [18] and sociable.

Other robots require a lower degree of sociability, perhaps navi-
gating in a shared space with a person, or deciding which portion
of shared task comes next. These tasks may not require as much
social interaction; in human-human encounters they are often com-
municated simply through gestures, body language, or brief speech.
In some situations—a noisy working environment, while working
on a focus-intensive task, or when having only passing contact
with people—as long as nonverbal communication is sufficient to
safely complete the task, adding extraneous social qualities may
be a hindrance to the robot’s function. In cases like this, a robot’s
identity could be manipulated to be less humanlike and less social.

2.3 Agency

Robots can explain their decision-making in a way that has implica-
tions on both their identities and apparent level of agency. Consider
three ways for a robot to explain what it just did:

"I chose this action because it had a 70% chance of success."

"I chose this action because my programming indicated this action
had a 70% chance of success."

"I am programmed to choose this action in this situation, because
it had the highest chance of success."

Each framing indicates something about the structure of the ro-
bot’s decision-making—essentially separating out the ‘communica-
tor’ (the public-facing identity who is speaking) from the ‘evaluator’
(the programming that predicts the success of any given action). In
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the last case, it also separates out the robot’s policy (the program-
ming that decides what it will ultimately do) from the other pieces
of the system. In every case, however, the robot uses the personal
pronoun "I, performing identity by presenting some notion of self.

The ‘communicator’ is likely to be seen as the robot’s identity, as
it is tied to the pronoun "L" In each of the above examples, the robot
implies that it has different levels of agency and responsibility in its
decision-making. In the first example, the robot has high agency and
is responsible for evaluating success; in the second, it has agency
but distances itself from the evaluation; in the the third, it does not
have agency in making the decision.

This separation between evaluating, choosing, and communi-
cating actions is notably distinct from the way humans portray
identity. Humans cannot blame "programming" for making a mis-
take, and cannot entirely separate out the evaluation of choices
from the self that carries out the final decision. For robots, however,
these systems are likely to be entirely independent. Highlighting
this non-humanlike separation of mental function gives a robot
flexibility to distance itself from responsibility for the actions it
takes.

2.4 Robot Groups

With groups or swarms of robots, the options for presenting identity
expands, as there are both individual and group dynamics. A central
decision is whether the group should be presented as a single entity,
a group of unique individuals, or something in-between. Specific
design cues for this have been explored by Bejarano et al. [1], finding
that voice and name cues are particularly important in signaling
that either a group is a single entity or has individual members.
In many cases it is useful to portray a robot group as a single
collective—if every member of a robot swarm is using the same
control code, taking the same actions in pursuit of the same goal, the
group functionally is one collective made up of multiple parts [16].
In some cases a human collaborator needs to work with individual
members of the group. In a shared autonomy setting, for example,
a human operator could periodically take control of specific group
members, while the other agents maneuver independently. In a
task like this, individually identifying group members might aid
the operator in keeping track of the state of each robot. In some
situations, it may also be useful to alternate between presenting a
group as a cohesive entity and as a collection of individuals.
Presenting a distinct identity for each group member is not scal-
able to very large robot groups, but there are intermediary options.
For example, a group of 30 robots could be divided into units of
10 robots, with each designating a spokesperson who communi-
cates on behalf of the unit. This is not a truly humanlike identity
presentation (since most of the robots present no identity at all),
but the abstraction mirrors the hierarchical structure of human
government, business, and military organizations, allowing human
collaborators to have distinct social touchpoints within the robot
group. This strategy would allow the social or functional advan-
tages of robots performing identities to scale to larger groups of
robots. Another use for limited identity performance in a robot
group is to define agent roles. For example, if some robots are doing
inspection, some are doing repair work, and some are transport-

ing materials, an identity cue tied to each job ("inspector," "repair
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worker", "transporter") could give human collaborators enough in-
formation to understand the function of each robot without the
mental overhead of differentiating between each agent via behavior.
The ability to merge into a group and entirely relinquish indi-
vidual identity is not possible with a humanlike identity portrayal,
and it can help to simplify robot groups and make them more
understandable for humans collaborating with them.

2.5 Matching Form

A robot’s physical form has inescapable consequences for how it is
perceived as both a social actor and a functional tool or collaborator
[4]. A robot’s actions or presentation are unlikely to overcome the
impact of its embodiment [18], so no matter how much designers
try to anthropomorphize a robot with a non-humanoid shape, it will
likely be perceived as less anthropomorphic than even a minimally
social robot with a humanlike form. With this in mind, if a robot
has a zoomorphic or mechanical form, it may not be worth it to
make its behavior more humanlike.

Making non-humanoid robots behave like humans also raises
new design challenges. For a humanoid robot, presenting an identity
that reinforces its humanness is fairly straightforward: the way the
robot would imitate human body language is obvious. But for non-
humanoid social robots, the comparisons may not be obvious. How
should a drone say hello? Does a wheeled base have body language?
Even if these design problems are worked out, they may not be very
effective; it has been found that functional robots are more likeable
when they have robot-optimized behavior, rather than attempting
to imitate human motion [7].

For quadrupeds, robots that are more zoomorphic than anthro-
pomorphic, the obvious body language to draw on is not that of a
human, but of an animal. Body language that imitates familiar pet
species like dogs or cats is an understandable signal when trans-
ferred to both zoomorphic and more mechanical robots [5, 19, 21].

Embracing zoomorphism may also help to set expectations. If a
robot engages with a user more like a dog than a human—primarily
using dog-inspired body language and non-speech sounds—a novice
user may expect its intelligence level to match that of a dog, rather
than another human. In situations where it’s beneficial to com-
municate a robot’s limitations to a user, targeting animal-level
expectations may be a useful strategy.

2.6 Flexible Embodiment

Several examples of a non-humanlike relationship between identity,
mind, and body have been evaluated or proposed. These flexible
embodiment strategies, where the relationship between a robot’s
physical form and the identity “inhabiting” it are not 1:1 or are fluid,
have functional uses that are not possible with a humanlike agent.

Reig et al. [17] evaluated flexibly-embodied strategies for trust
recovery. They portrayed a robot that had failed at a task either
performing a software update, or “migrating” to a new body, and
compared these strategies to getting assistance from a different
robot. Humans cannot simply take over a new body, and there isn’t
a perfect human parallel for a software update. These nonhuman-
like strategies were found to be effective at preserving trust and
perceived competence in the robot.
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Hi, I'm Topaz.

Il be controlling
the robot for the
next task.

Figure 1: A robotic arm with a screen displaying an identity
that is inhabiting the robot.

The exploration of various social presence options for embodied
agents by Luria et al. [11] include many possible uses of flexible
social presence. One strategy was re-embodiment, where a single
"assistant” presence moved between bodies in the user’s home and
work, or a worker presence moved between multiple forms while
completing an involved process in a government office. Participants
were generally comfortable with this. This kind of persistent social
presence may allow users to spend more time with the agent, build-
ing familiarity and perhaps giving them a better understanding
of its strengths and limits. It may also reduce the mental load of
keeping track of multiple agents. Participants were also comfortable
with a social presence that controlled multiple forms simultane-
ously. This offers many of the same advantages as re-embodiment,
and is available in consumer products like home-assistant devices.

Williams et al. [23] propose the Deconstructed Trustee Theory,
where a user’s trust in a robot’s physical form is separated from
trust in the agent inhabiting the form. This has applications in
manipulating robot trustworthiness, which could be useful in the
cases of unreliable hardware or software. As in the trust recovery
work of Reig et al. [17], in the event of hardware failure, designers
can try to associate the blame of failure with the physical form,
without damaging user’s trust in the identity controlling it.

We are currently investigating using a robot’s identity to com-
municate the kind of control software it is using. A robot arm com-
pleting a warehouse box packing task alternates between running
two types of control software. One program is extremely reliable,
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but can only be used for packing certain items, and the other is less
reliable, but can be used for every item. The robot uses one of three
methods to indicate which control software is running. In one case,
its screen displays an algorithm name associated with the active
software. In another, the screen displays a humanlike name and
an image of a face for each program. In the third, the screen dis-
plays the humanlike name, the face, and a social greeting where the
"identity" introduces itself and explains that it is now controlling
the robot, as in Figure 1. Our co-embodiment strategy takes advan-
tage of the considerable flexibility in robot identity presentation to
give users more information about the robot’s state and its control
software. We find that the use of a socially-engaged identity signal
allows participants to distinguish between the different types of
control software the robot used, while a nonsocial identity signal
and the absence of identity signal do not.

3 CONCLUSIONS

The flexible nature of robotic identity performance gives robot
designers considerable freedom to add utility to social and collab-
orative robots. The possible uses include expectation-setting and
trust calibration, giving users insights into the robot’s decision-
making, and making robot groups more manageable. At times there
may be tension between users’ preferences and the robot’s function-
ality, so robot identity manipulations must be carefully considered
in the context in which they will be used: in many situations a more
anthropomorphic identity will serve the robot’s goals. In general,
however, non-humanlike robot identities are under-explored and
offer opportunities to expand the capabilities of social robots.
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