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Historically, robot automation has targeted applications that require consistency, precision,

and long-term repeatability. Tasks that are dynamic or require operation in close proximity to

human users reveal traditional robot controllers to be inflexible, costly, and unsafe. In response,

Robot Learning from Demonstration (LfD) methods enable users to teach robots through actions,

forgoing the need for programming expertise and providing a mechanism for flexibility. However,

one limitation of traditional LfD methods is that they often utilize limited or context-independent

information modalities, such as robot configurations, that inhibit the capture of pertinent skill

information. This thesis presents a set of algorithms and user interaction systems that focus

on enabling human users to communicate additional information in the form of constraints to a

robot learning system. This results in more robust, generalizable, and safe skill execution. It will

outline how constraints based on abstract, high-level concepts can be integrated into existing LfD

methods, how unique interfaces can further enhance the communication of such constraints, and

how the grounding of these constraints requires novel constrained motion planning techniques.
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Chapter 1

Introduction

“Expert knowledge is intuitive; it is not necessarily accessible to the expert himself.”
- Donald Michie [87]

The late Donald Michie, a lesser-known forefather of Artificial Intelligence breaking code

alongside Alan Turing at Bletchley Park, established a remarkable career that ranged across com-

puter science, biology, and genetics. At the University of Edinburgh, he formed the team that

developed the Freddy I and II robots, pioneering computer-vision-assisted manipulation arms that

used object recognition for sorting and sequenced assembly. More than 50 years ago, his team intro-

duced a robot system capable of responsive sequenced behavior to object recognition; a remarkable

feat given the limitations in computing technology at the time. Despite decades of technological

progress, modern-day vision-assisted manipulation systems have not radically improved in their

ability to identify, sort, and assemble objects compared with these pioneering Freddy systems. No

doubt, such systems are more capable as evidenced by the proliferation of practical and useful

robotics companies worldwide. However, computation power has nearly doubled annually since

the time of Freddy. Robotic control systems, software, and hardware have substantially improved

enabling impressive physical feats like the legged robots of Boston Dynamics. The rise of applicable

statistical and machine learning methods has greatly improved vision systems facilitating the pro-

liferation of autonomous vehicles. Given all these impressive advances, one might expect dramatic

paradigm-shifting advancement of manipulation systems. This begs the question, “Why have robot

manipulation systems not experienced the same level of technological improvement afforded to other
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areas of information technology?”

One potential answer lies within the idea that implicit intuition and latent intellectual require-

ments behind simple tasks belie capability that should be reachable to modern-day autonomous

robotic systems. Years ago Michie’s team came to a similar sort of understanding: they real-

ized that the ability to convey the high-level intuition of a task to the Freddy system required

a higher-level form of programming language (RAPT or Robot Automatically Programmed Tool)

that better enabled these researchers to outline the required robot behavior for successful assembly.

In other words, they needed a new language to better capture the intent and goal of the task. In

the same spirit, robot systems intended to perform complex tasks in context-rich environments

need mechanisms to integrate richer and more human-intuitive forms of information. Without such

information, robot systems will struggle to improve in capability in a way that differentiates their

abilities from the ancestral Freddy robots and to advance autonomous systems in profound and

broadly applicable ways.

At face value, this idea of integrating and curating information into machine intelligence

is not a strictly new concept. To date, foundational machine learning methods center around

selected features chosen for training data that intuitively capture the essence of what must be

learned. As summarized in an article by Scholkopf et. al.,“...the majority of current successes of

machine learning boil down to large scale pattern recognition on suitably collected independent

and identically distributed (i.i.d.) data.”[127]. But such an approach, while powerful, presents

limits to the performance capabilities of such models. Much effort must be made in order to avoid

biased machine learning models [94], motivated by the desire to generalize to broader applications.

Conditioning data is another approach to generating more widely usable models, often through a

Bayesian approach. In these approaches, the choice of prior depends on broad assumptions about

the nature of the distribution of your data (i.i.d., normal, binomial, etc,.). Learning priors can

avoid reliance on such assumptions, but requires large-scale data once again, ultimately resulting

in a different flavor of the models summarized by Scholkopf (perhaps with some performance gains).

Through comparison with intelligent animals’ ability to generalize, Scholkopf emphasizes
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that “...machine learning often disregards information that animals use heavily: interventions in

the world, domain shifts, temporal structure – by and large, we consider these factors a nuisance

and try to engineer them away.” In other words, Scholkopf makes the argument that the nature

by which machine learning models discover patterns in data often ignores context and the causal

structure of a given problem domain. Fortunately, recent advances in machine learning have started

to incorporate some of the types of structures Scholkopf argues machine learning historically has

avoided. For example, temporal attention structures in large language models enable GPT-3 [25]

and Google’s PaLM [35] to produce sensational text-generation abilities. Retrieval-Augmented

Generation methods [89] rely on situational context drawing on knowledge graphs to condition

models. Xie et. al [153] integrates parameterized physical models for model-based reinforcement

learning in robotics.

The integration of other forms of information (be it structural, temporal, etc,.) could have

broad implications for the capability of autonomous robotics that rely on statistical and machine

learning methods for behavior generation. A persistent challenge with the application of traditional

machine learning methods in robotics is their inherent limitations in generating large-scale data

from which to learn performant behavior models. This limitation is either physical, as the robot

cannot feasibly explore a problem space (say for the purposes of Reinforcement Learning) in a time-

efficient manner, or translational, as simulation environments that enable large-scale trials can fail

to transfer to the physical world. As hinted by Xie et. al, the introduction of structure, in the form

of models or conditions on behavior, might enable autonomous robots to avoid this problem of data

sparsity and allow for more generalized behavior models that can adapt to situational context.

For autonomous robotics systems, and particularly those meant to collaborate closely with

human users, this additional context becomes paramount. Human users often possess knowledge

about a task that is not known nor communicated to the collaborating robotic agent [140]. Sharing

context between humans and robotic systems in such settings has the potential to improve both

human and robot performance alike [139]. This requires the robot to share information with the

human teammate and vice-versa.
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As such, this dissertation presents a series of novel works involving algorithm design and

interface development that supports the transfer of information drawn from human expertise to

expand upon the abilities of autonomous robotic agents to quickly acquire and generalize skills.

More specifically, it describes how the communication and encoding of behavioral constraints serve

as a new approach to integrate additional structured information used to create a novel statistical

robot learning methodology that utilizes human-provided examples as training data. It introduces

new interfaces through which human experts more easily provide examples and communicate these

behavioral constraints. And lastly, it describes how this learning algorithm both defines and helps

to solve a challenging form of constrained robotic motion planning.

1.1 Technical Motivation

One of the most fundamental capabilities of robotic agents in the automation of task execution

is their ability to produce feasible and useful motion. However, this motion is only useful if it

achieves the behavior intended by the human operator/programmer/user. Traditional robotics have

met behavior criteria through explicit programming. For example, in robotic car manufacturing,

physical constraints on arms are well-scoped such that programmed behavior stays within safe

limits. While this often suffices, an explicitly programmed behavior essentially acts as a single

instance drawn from the space of possible solutions. However, when faced with dynamic task

requirements, accommodating constraints and task goals becomes an expensive endeavor as the

robot may require extensive reprogramming for a given change. An alternative approach is to

utilize large-scale simulation to generate the data needed for data-intensive models. However,

simulation environments do not always model the intended execution environment due to physics

engine inaccuracies (e.g. the friction needed to carry an item) or the complexity of the environment

itself (e.g. safely modeling human beings).

Robot Learning from Demonstration (LfD) techniques strives to make the training and re-

training of robots accessible to non-experts by removing the need for real programming in lieu of

layman-friendly modes of interaction and teaching. The underlying narrative of this dissertation is
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that by integrating the communication of behavioral constraints into robot LfD methods, we can

enable users to specify the task, make the resulting learned model more robust to dynamic changes

in requirements, open up new modes of information exchange through state-of-the-art interfaces,

and fuse LfD with constrained motion planning methods. Likewise, by relying on the intrinsic

domain expertise of the demonstrator, the ideal outcome is a model that requires little data since

the user is providing highly accurate examples of correct behavior while bounding the space of

possible learned models with constraints.

1.2 Thesis Statement

With this motivation in mind, this dissertation argues that the incorporation of human-

provided behavioral constraints into robot Learning from Demonstration techniques serves as a

mechanism to achieve context-rich robot automation through the fusion of Robot Learning from

Demonstration, novel interface design, and Constrained Motion Planning. More specifically, the

dissertation outlines how additional task context in the form of these behavioral constraints acts

as a basis for novel Learning from Demonstration methods, offers avenues to expand LfD interface

design, and fosters a fusion of constrained LfD with constrained motion planning. The benefits

include a reduced reliance of autonomous robotic systems on programming expertise, and the

acceleration of robotic capability to more quickly acquire learned skills that generalize to broader

applications.

1.3 Contributions

The summarized contributions contained within this dissertation are as follows:

(1) A novel robot Learning from Demonstration method calledConcept Constrained Learn-

ing from Demonstration (CC-LfD) that enables users to provide problem context

through the form of behavioral constraints.

(2) Two augmented reality systems, Augmented Reality for Constrained Learning from
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Demonstration (ARC-LfD) and Augmented Reality-based Pose Optimization

for Constrained Learning from Demonstration (ARPOC-LfD). The first enables

users to visualize, edit, and annotate keyframe LfD models with constraints in a mixed-

reality setting. The second enables the use of a data-tong device for online pose-optimization-

based teleoperation that provides feedback as a means to produce more optimal constrained

demonstrations.

(3) An algorithm called Intersection Point Dependency Relaxation (IPD-Relaxation)

for solving constraint-varying motion planning problems (such as those defined by the CC-

LfD model) by utilizing keyframe distributions from demonstrations as a heuristic in an

optimization process, thereby generating constraint-compliant motion for the entire learned

task.

Demonstration

Encoding

Execution

Plan Learning

Cost/Reward
Learning

Policy Learning

Kinesthetic Teleoperation Observation

Motion Plans Task Plans

ARC-LfD

CC-LfD

IPD-Relaxation

Optimization 

ARPOC-LfD

Figure 1.1: An overview of where the contributions presented in this dissertation fit into the
general Learning from Demonstration pipeline introduced by Bakker et al. [13]. Learning from
Demonstration requires a mechanism for collecting demonstration data (green region), creating
an encoding of that data (blue region), and using the encoding to generate robot execution (pink
region). The dotted lines group/link the system and algorithm contributions of this dissertation
with corresponding major topic areas outlined by Ravichandar et al. [120].

As such, Figure 1.1 presents a broad overview of the Learning from Demonstration pipeline

defined by [13]. In this pipeline, demonstrations are provided to an encoding scheme that generates
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a model of the learned skill. This encoding provides the means for agent execution of behavior.

The figure indicates how the systems and algorithms above contribute to the three main areas of

this pipeline: 1) Demonstration, 2) Encoding, and 3) Execution. The coming chapters will detail

how these algorithms and systems each contribute to these respective areas.

1.4 Dissertation Outline

This document consists of six chapters. The middle three chapters constitute the bulk of the

dissertation and outline the three major contributions listed above. The chapters are described

below:

(1) Chapter 1 provides an introduction, motivation, and outline of the dissertation.

(2) Chapter 2 describes related work surrounding Robot Learning from Demonstration methods

with a specific focus on how such methods have been augmented by additional context to en-

rich resulting models. It then continues to describe an algorithm called Concept Constrained

Learning from Demonstration, or CC-LfD, that incorporates concept-representative behav-

ioral constraints into an LfD technique called Keyframe LfD.

(3) Chapter 3 provides the appropriate background necessary for the two Augmented Reality

systems and then describes how these two systems create a holistic interface that supports

human-provided demonstration, behavior constraint communication, visual feedback to

human users for model verification, and informed pose-optimized teleoperation.

(4) Chapter 4 provides the necessary background and related research on constrained motion

planning leading to a discussion about how CC-LfD enables users to define a challenging

constrained motion planning problem called Sequential Manifold Planning and provides a

means to solve that problem through an algorithm called Intersection Point Dependence

Relaxation.

(5) Lastly, Chapter 5 concludes the document by summarizing the contributions of these works
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and with a discussion about the avenues of future work that these novel contributions

unlock.



Chapter 2

Constrained Robot Learning from Demonstration

Learning from Demonstration (LfD) methods enable robots to rapidly gain new skills and

capabilities by leveraging examples provided by human operators [13]. While effective, this training

mechanism presents the potential for sub-optimal demonstrations to negatively impact performance

due to unintentional operator error. Similarly, even quality demonstrations might not properly en-

code import features of the task intended for learning. In either case, the resulting model may be

deficient and produce agent behavior that violates the expectation and intent of the human trainer.

To overcome this deficiency, the novel algorithm introduced in this chapter, Concept Constrained

Learning from Demonstration (CC-LfD)1 , enables robust skill learning and skill repair that in-

corporates annotations of conceptually-grounded constraints (in the form of planning predicates)

during live demonstrations into the LfD process [98].

This chapter will first supply the necessary background information for an understanding

of this algorithm. It will then show through an evaluation that CC-LfD can be used to quickly

repair skills with as little as a single annotated demonstration without the need to identify and

remove low-quality demonstrations. It will also show evidence for potential applications to transfer

learning, whereby constraints can be used to adapt demonstrations from a related task to achieve

proficiency with few new demonstrations required. Lastly, it will outline how this algorithm neces-

sitates research into novel Constrained Motion Planning algorithms and novel interface design for

communicating constraints and visualizing learned models.

1 Note that the information presented in this chapter draws upon, paraphrases, and uses text verbatim from
Mueller et al. [98].
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2.1 Robot Learning from Demonstration Preliminaries

2.1.1 What is Learning from Demonstration?

Robot Learning from Demonstration (LfD) encompasses an extensive set of techniques that

enable robots to learn skills from human guidance [11]. The terms learning from demonstration

[10, 32], programming by demonstration [20], apprenticeship learning [1], and imitation learning

[60] all tend to refer to this same high-level concept within robotics literature. Figure 2.1 outlines

the general LfD pipeline defined by [13] and refined with categorizations from [120]. The general

sequence involves 1) Demonstration, 2) Encoding, and 3) Execution. A human teacher typically

performs ‘ground truth’ demonstrations in the form of state trajectories or goal states that convey

the ‘what’ and/or ‘how’ of a skill. Ideally, demonstration communicates the nature of the skill to

the robot system, which encodes a model that approximates some latent ground truth model held

by the demonstrator [10]. This encoding is then used to generate a trajectory of controls or states

by which the robot executes behavior that ideally recreates the intended behavior as demonstrated

by the user.

Demonstration

Encoding

Execution

Plan Learning

Cost/Reward
Learning

Policy Learning

Kinesthetic Teleoperation Observation

Motion Plans Task PlansOptimization 

Figure 2.1: Adopting the general pipeline from [13] and incorporating specifics from [120],
this diagram outlines the major components of the Learning From Demonstration pipeline: 1)
demonstration of data, 2) an encoding that produces a model, and 3) the execution of that model.
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2.1.2 Modes of Interaction

This first step of the LfD pipeline outlined above is for a user to provide demonstrations.

There are many modalities of human-robot interaction with respect to robot skill learning from

human users, the most popular being passive observation, teleoperation, and kinesthetic demon-

stration. Passive observation requires that the robotic learner possess the ability to externally

observe their human teacher without direct physical interaction [142]. This introduces the corre-

spondence problem [100, 22] where the learning system must discover, or be given, a useful mapping

between the external state of the human or device (e.g., motion tracking markers) and the control

space of the robot (e.g., configuration space, task space, accelerations, torques, etc,.). Robots and

their human teacher cohabit in a shared environment, but they perceive and interact with this

environment differently, which necessitates this mapping between the state of the human (perhaps

perceptually, physically, or both) and the robot. Teleoperation is a more direct means of interaction

where users control the robot through some device (e.g., a joystick). While this mode bypasses

the correspondence problem, it does introduce the difficulty of designing a human-intuitive device

to control high degree-of-freedom robots [6]. The most direct mode of interaction is kinesthetic

demonstration where human operators physically manipulate the robotic device while the robotic

learning system passively captures state information. With respect to redundant robot manipula-

tors, this mode of demonstration has been shown to be preferable by users as it offers the most

intuitive control over the robot [6]. Kinesthetic demonstration also bypasses the correspondence

problem and does not require a difficult-to-use controller [152].

2.1.3 Data Used for Learning

LfD methods use a wide variety of state data for learning dependent on the desired learning

outcome. Imitation learning and inverse reinforcement learning methods for mobile robotics gener-

ally utilize steering angle and other control inputs such as acceleration and braking forces [130]. For

manipulators, force [28] and torque [41] are possible forms, however, a large number of LfD methods
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utilize joint angles as the predominant data type [3, 98, 4, 131, 101, 8]. Joint angles often represent

the configuration space (and therefore planning space) of robot manipulator arms. Most methods

collect trajectories, but this is not a strict requirement. For example, in [3] single points serve as

user-supplied keyframes or via-points. Another form of data used in LfD is robot end-effector pose

data [106, 37, 130], often called task space. The work presented in this dissertation predominantly

uses joint state and pose data as well as environment object pose data.

2.1.4 Characterization of Robot Learning from Demonstration

Ultimately, these modes of demonstration all serve the same purpose: to facilitate the transfer

of information from a human user with some expert intuition about the skill to the robotic learning

system. This information is used by robot skill learning methods to produce usable learned models

of the task (i.e. the encoding step of Figure 2.1). It is helpful to understand that while this is

broadly the goal, the mechanisms by which systems learn from human demonstrations utilize various

concepts and methods in statistical and machine learning. Ravichandar et.al., [120] outline three

major learning outcomes that generally categorize the type of learning methods and representation:

1) plan, 2) cost/reward, and 3) policy learning.

Plan Learning Methods Plan learning methods attempt to learn models that operate

at high levels of task abstraction, either learning a primitive sequence or hierarchy [120]. These

sequences and hierarchies are often representations of small subtasks or skills that when executed

together, create an overall behavior. Assembly tasks often require hierarchical representation.

As exemplified by Hayes et al. [58], novel hierarchical task networks are generated by leveraging

ordering constraints and demonstration of subtasks from users in order to learn assembly tasks.

An alternative approach to hierarchies is to learn robust sequences of skills that enable variations

in the final executed behavior. For example, Konidaris et al. [80] presents CST (Constructing Skill

Trees) which segments demonstration trajectories into skills or task primitives. Sequences of small

behaviors on branches of the skill model tree account for variations in the skill itself.
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Cost/Reward Learning Methods Cost/Reward methods generate a model through

the optimization of a learned or predetermined function, usually called a ‘cost/loss’ or ‘reward’

function [10, 120]. As outlined in Ravichandar et al. this approach comes in two major forms:

trajectory optimization and Inverse Reinforcement Learning (IRL) [120]. For example, [12] formal-

izes learning from human-robot interactions as a dynamical system where demonstrations serve as

useful observations for learning an objective’s functional parameters. This acts as a form of inverse

reinforcement learning whereby a reward function is learned from human demonstration.

Policy Learning Methods Policy learning methods expect that there exists a function

(i.e. the policy) that produces desired robot behavior. Human demonstrations provide input as

some combination of time, state, and/or raw observation. A learning process produces a policy π

from these demonstrations. While similar to IRL-based methods, policy outcome learning methods

directly learn a policy, not a reward function. This policy outputs either a trajectory of states (often

in the same space as the input) or a low-level action plan. Some examples of policy methods include

Probabilistic Movement Primitives [103], using a maximum likelihood learning process to generate

distributions of demonstration trajectories, employing other model features through methods like

primitive coupling through mean and covariance modulation through distribution conditioning.

Perhaps the most pertinent example to this dissertation of a policy learning method is that

of Keyframe Learning from Demonstration [3]. This model encodes trajectories into a series of

keyframes (sometimes referred to as via-points) [146, 7]. The keyframe model is a directed graph

of waypoints (or distributions) for a motion planner to traverse through. These keyframes are

either single points directly sourced from demonstration or represented as distributions of state

data called Sequential Pose Distributions [3]. Keyframe models provide the flexibility to push more

skill execution to the motion planner as the inter-keyframe distance increases (relying on a search

process), which allows for automated planning around obstacles, but still retains the stylistic intent

of users through learned distributions [146, 109].
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2.1.5 Incorporating Context into LfD

Most LfD methods successfully capture the low-level style of demonstration data i.e. they

capture well the positional and orientational style of the demonstrations. However, as mentioned

above, a major challenge to learning from demonstration is the verification that a learned model

will produce behavior according to a user’s intent. It is difficult to determine if sufficient training

data has been received to cover the breadth of scenarios a skill is expected to perform. One

approach is to introduce reparative demonstrations in order to fix the model. For example, Jain

et al. [65] introduce an iterative learning method for trajectory improvements where a human

demonstrator introduces incremental improvements to retrain the model. Rather than introducing

new trajectory data, alternative approaches employ human-in-the-loop skill learning utilizing robot-

induced propositions (e.g., labels and feature queries) to repair and more quickly learn skills [27].

Extending this concept, Basu et al. [15] showed that feature queries serve best to facilitate human

augmentation of a robot’s objective function. Perez et al. introduce a method called C-LEARN

that uses demonstration to infer geometric constraints for future model refinement [108].

The above approaches can extend the idea that additional information from human demon-

strators can boost learned models. For example, Chao et al. [31] show that encoding human-

grounded concepts equips robots to reason better about unfamiliar tasks. This chapter focuses

on the algorithm Concept Constrained Learning from Demonstration that introduces the idea of

incorporating behavioral constraints into Keyframe LfD [98]. These constraints serve to represent

a contextual behavior restriction specific to the task, hence they’re called ‘Conceptual Constraints’.

Conceptual constraints are encoded as planning predicates (e.g., “is upright(cup)”) that filter can-

didate waypoints sampled from keyframe distributions such that the generated sequence adheres to

these constraints. This approach enables users to communicate multiple constraints in addition to

the provided demonstration data, providing a richer set of information than trajectories alone can

encode. This enables the creation of a model that more closely approximates the ‘ground truth’

representation of the task.
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The learning of behavioral constraints from demonstration within the human-robot inter-

action community has predominantly focused on task ordering constraints [57, 58, 43]. However,

CC-LfD enables users to provide multiple grounded constraints that can both represent low-level

motion constraints (e.g., “keep the end-effector parallel to the table”) as well as high-level con-

cepts (e.g., “don’t let the cup of water and the laptop be near each other”) that are pertinent to

a successful behavior producing model. CC-LfD generates such models be enforcing constraint ad-

herence into the keyframe sampling process. It should be noted that the motion planning between

constrained keyframe waypoints relies on constrained motion planning methods. As will be shown

in upcoming chapters, the ability for users to specify sets of changing constraints over the length

of the skill introduces a challenging constrained motion planning problem.

Demonstration

Encoding

Execution

Plan Learning

Cost/Reward
Learning

Policy Learning

Kinesthetic Teleoperation Observation

Motion Plans Task Plans

ARC-LfD

CC-LfD

IPD-Relaxation

Optimization 

ARPOC-LfD

Figure 2.2: Referring back to Figure 1.1, the CC-LfD algorithm is a novel method to encode
demonstration data akin to Policy Learning methods.

2.2 Concept Constrained Learning from Demonstration

This section outlines the first major contribution of this dissertation: Concept Constrained

Learning from Demonstration (CC-LfD). CC-LfD is a method for learning and repairing skill poli-

cies with minimal additional demonstrations. As an extension of Keyframe LfD, CC-LfD classifies

as a policy learning method of encoding in the general LfD pipeline (see Figure 2.2). Central to this
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method’s success is the hypothesis that physical trajectory demonstrations alone are a relatively

low-bandwidth signal as compared to the fusion of trajectories with abstract concepts in the form

of planning predicates [124]. By introducing a method to propagate constraints from constraint-

annotated demonstrations into the entirety of a skill’s training set, the approach achieves rapid

skill repair and robust skill learning from demonstration, even if the initial training data or skill

model contains errors. Through our experiments we show that our method facilitates robust skill

learning from demonstration, providing a dramatic reduction in the training data required for skill

repair as compared to introducing additional high-quality trajectories.

The three primary contributions of this work are:

• Concept Constrained Learning from Demonstration (CC-LfD), an algorithm for few-shot

robust skill learning from demonstration

• An application of CC-LfD to skill repair, enabling CC-LfD to make existing skills more

robust to failure with minor additional effort.

• An experimental validation of CC-LfD for skill repair and transfer learning implemented

on a manufacturing robot.

2.2.1 Conceptual Constraints

CC-LfD employs behavioral constraints called Conceptual Constraints in the form of logical

formulae of Boolean state classifiers (e.g., on table(cup)). These constraints are generally rep-

resented as task-space (i.e. position and orientation) constraints that represent problem-specific

concepts that are important to the execution of the skill (see Figure 2.3). Their associated Boolean

classifiers are used as rejection sampling filters to bias keyframe distributions. This chapter will

outline the training and execution phase of CC-LfD by providing a general intuition for each.
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(a) Reference Pose (b) At the Tilt Tolerance (c) Constraint Violated

Figure 2.3: Examples of an ‘Upright’ constraint’s reference pose, tilt tolerance, and violation.

2.2.2 The CC-LfD Algorithm and Model

2.2.2.1 Demonstration Trajectory Preproccessing

The first phase of the CC-LfD algorithm is a demonstration trajectory preprocessing step. In

this step, trajectory demonstrations are collected from a user on which constraints are annotated.

These trajectories undergo an alignment step to link like segments of the trajectory. These aligned

trajectories will serve as the basis for proceeding with clustering and distribution fitting steps.

Demonstration Collection and Constraint Annotation: The first phase in any LfD

method is the collection of a training data-set that is representative of a skill a user intends the robot

to learn. To accomplish this CC-LfD requires a collection of trajectories C = {T0, T1, . . . , T|C|},

which serves as the input for Algorithm 1. A trajectory is defined as a sequence of tuples (or

observations) called frames T = {f0, f1, . . . , f|T |−1}, each containing a time-stamp (t), a vector of

world state data (s), and the set of annotated constraints c, such that f = (t, s, c). The world state

vector consists of the robots joint configuration, end-effector position and orientation. This state

vector can include any pertinent information about the task such as the position of other objects

in the environment relative to the end-effector.
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Algorithm 1: Trajectory Preprocessing

Input: Collection of recorded trajectories C
Output: Labeled and Aligned Trajectories L

1 L, trajectoryLength ← alignWithDTW(C);
2 for i in range(trajectoryLength) do
3 activeConstraints ← {};
4 for T in L do
5 activeConstraints ← activeConstraints ∪ getConstraints(L[i]);
6 end
7 for T in L do
8 applyConstraints(L[i], activeConstraints);
9 end

10 end
/* All demonstration trajectories now have same constraint sequence. */

11 return L

During demonstration, CC-LfD allows users to annotate a trajectory with constraint infor-

mation. Annotation means that a user communicates when a constraint should hold true in the

form of Boolean variable on the observations of a trajectory T . These constraint variables com-

bine together to create Boolean expression (e.g., “is upright(cup) AND over spillway(cup)”). Each

variable in these expressions represents a predefined concept and the combination of these concepts

generates multi-constraint conditions on the associated segment of the demonstrated skill. Anno-

tation can be accomplished through any interface that can enable a user to communicate when

constraints must apply to the current segment of the demonstration. Chapter 3 will describe an

Augmented Reality system that enables annotation, editing, and visualization of constraints.

CC-LfD supports two modes of constraint annotation: 1) constraint propagation and 2)

constraint toggling. Constraint propagation means that when the behavior of the demonstration

violates the constraint, the system turns that constraint to false. As an example, a constraint

‘is upright(cup)’ applied at frame fa would propagate to all proceeding frames until it is found to

be violated by the demonstration at fb (where b > a). An advantage to this approach is that the user

only is concerned with assigning constraints at the start of their application, and can demonstrate a

violation to turn them off. The disadvantage is that this requires users to successfully demonstrate

the skill without premature violation.
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Constraint
Annotation

Demonstration 

Figure 2.4: The data collection phase of CC-LfD acquires
constraint annotated trajectories from human users.

Constraint toggling requires the users explicitly toggle constraints on and off, and frames will

be annotated with a constraint until a user toggles that specific constraint off. The advantage of

this approach is that users can explicitly decide when constraints apply and their application is

no longer dependent on the quality of the demonstration, but with a potentially higher cognitive

load. Regardless of the method of annotation, the result is the production of intervals on the

demonstration trajectory where Boolean expressions of conceptual constraints must be satisfied by

robot behavior.

Trajectory Alignment : Before generating any model, it should be noted that trajectories

are not guaranteed to maintain a temporal alignment [143, 59, 36] (e.g., f15 ∈ T0 may not represent

the same point in skill execution as f15 ∈ T1). To overcome this issue, a trajectory alignment step

(Algorithm 1, line 1) that utilizes Dynamic Time Warping (DTW) [125] is used to link ‘equivalent’

points between trajectories. Figure 2.5 provides an example of this alignment process, showing how

the shift in each trajectory is captured by the alignment indicators. One important consideration

in the alignment approach of CC-LfD is the alignment and ordering preservation of constraint

boundaries or constraint transitions. A constraint boundary is a frame fi ∈ Tn where the currently

applied set of constraints changes. This could mean a new constraint is added or an existing one

is removed or altered at that frame.
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Figure 2.5: An example of 2D trajectory data aligned using Dynamic Time Warping. As evident
in this figure, the step-up in each trajectory is well-aligned via this algorithm. This alignment
process is used to align demonstration trajectories in the space that CC-LfD models (e.g. task
space or configuration space).

Demonstration trajectories are aligned against a chosen reference demonstration using stan-

dard DTW [69] with a Euclidean distance cost function. An iterative alignment process where

each trajectory is rebuilt based on the warping path provided by the DTW algorithm results in

repeated points for certain trajectories that may align with multiple points in another trajectory.

This iterative process repeats the DTW alignment procedure on the extended trajectories until

those trajectories have been extended to an equivalent length (i.e. the same number of samples in

each aligned trajectory). This simplifies the clustering of data points into groups. Repeated points

can be tracked and discarded if desired.

Once the collection of trajectories are aligned, constraints are combined across trajectories as

a Boolean expression consisting of the logical AND of all constraints (both applied and propagated)

occurring at that frame index (see Algorithm 1, lines 2-10 and Figure 2.6). Thus, for a Boolean

expression of constraints bm,n occurring at frame fn of trajectory Tm, we apply [98]:

bm,n =
∧

bp,n∀p ∈ {0, 1, .., |C| − 1}
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Figure 2.6: A DTW alignment process links like por-
tions of the demonstrations, preserving and propagating
constraint annotations across all demonstrations.

2.2.2.2 Model Formation

The next step in the CC-LfD algorithm is the generation of an intial model learned over

the aligned and labeled trajectory data. This step first requires an automated clustering step

where sequential groups of data across trajectories (linked via the DTW alignment) are used to

learn distributions. This distribution, along with metadata like assigned constraints, represents a

single keyframe. These sequential keyframes are linked together in a sequential graph structure

to create what is called a Sequential Pose Distribution graph as introduced in [3]. Each keyframe

undergoes a rejection-sampling process to generate a new population of constraint-compliant points

sampled from the original learn distribution. A new distribution is fitted to this population, shifting

the keyframe model towards constraint compliance. To avoid too much distributional overlap, a

keyframe culling process provides sparsity to the graph model.

Keyframe Clustering : This collection of aligned trajectories, also annotated with con-

straint transition information, is used to produce a directed graph where each vertex represents a

keyframe: a distribution over state space used to generate waypoints for skill execution (Algorithm

2, Lines 1-2), . To learn these distributions, the CC-LfD algorithm utilizes the alignment to create

clusters taken orthogonally across trajectories, grouping linked segments of data according to the
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Culled
Intermediate

Boundary

Figure 2.7: Once aligned, demonstration data is grouped
sequentially to form Sequential Pose Distributions. A spar-
sification step culls adjacent intermediate pose distributions
to avoid backtracking behavior, but never culls boundary or
constraint transition keyframes.

DTW alignment. This approach extends traditional clustering by accounting for annotated con-

straint expressions through the creation of boundary keyframes consisting of trajectory data from a

fixed-size window around frames that lie on a constraint transition boundary. As mentioned previ-

ously, constraint transitions occur when the applied Boolean constraint expressions for consecutive

frames differ.

Within Constraints
Outside Constraints

Intermediate 
Boundary

Figure 2.8: A rejection sampling procedure (left) shifts the se-
quential pose distributions by collecting constraint valid points
according to the assigned constraints. Relearning new distribu-
tions from these points better reflects constraint compliance and
produces a more robust skill representation (right).
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Algorithm 2: Model Formation

Input: Labeled and Aligned Trajectories L, Variational Distance Threshold α
Output: Keyframe Graph G

1 kf groups ← clusterObservationsIntoKeyframe(L);
2 kfs ← buildGaussianKernelDensityModels(kf groups);
3 for kf ∈ kfs do
4 p ← generateSamplePointsFromModels(kf);
5 p ← discardConstraintViolations(p, getConstraints(kf));
6 kf ← buildGaussianKernelDensityModel(p);

7 end
8 G ← buildDirectedGraph(kfs, L);
/* Build directed graph from keyframes using ordering information in L */

9 p ← generateSamplePointsFromModels(G);
10 G ← cullAdjacentOverlappingKeyframes(G,p,α);

/* Remove intermediate keyframes that have a variational distance < α with

a preceeding neighbor */

11 return G

It is important to note that with the creation of constraint transition keyframes, the keyframe

model is afforded the flexibility to push representation towards constraint changes by utilizing only

boundary keyframes or continue to capture the stylistic aspects of the demonstration through

the inclusion of intermediate keyframes (see Figure 2.8, right, and Figure 2.13). Intermediate

keyframes are produced by clustering frames at uniform intervals between boundary keyframes.

Each intermediate keyframe inherits the constraint requirements of the most recent prior boundary

keyframe so that constraint adherence is still maintained on a keyframe-by-keyframe basis until

another boundary keyframe is reached, indicating a different set of constraints will apply moving

forward down the keyframe chain.

As previously mentioned, CC-LfD models each keyframe cluster as a probability distribution

over state space that is trained on the cluster’s frames/observations. In the reference implemen-

tation introduced in Mueller et al. [98], the distributions are generated using Gaussian Kernel

Density Estimation [104, 122]. The chosen bandwidth parameter value [98] maintains the majority

of probability mass in close proximity to the observed frames. However, this kernel bandwidth

value serves to balance the model between fitness to the cluster data and a corresponding increase

in sample variation to increase the efficiency of rejection sampling. This increases the flexibility of
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the distributions but at the expense of an increased likelihood of poor skill reconstruction during

execution.

(a) Grouping of trajectory points by keyframe.
Black points indicate constraint transitions, while
colored points indicate intermediate keyframes.

(b) Keyframe clustering showing sparseness after the
culling process. These clusters serve as the data for
learning Sequential Pose Distributions.

Figure 2.9: Left: Visualization of robot trajectory data (projected into XYZ-space) being clustered
into keyframes (varying colors show grouped data). Right: The remaining keyframe data after culling
and augmentation.

Keyframe Sparsification : One of the unfortunate behavioral side effects of Sequential

Pose Distributions (i.e. distribution-based keyframes) is potential backtracking where neighboring

sampled waypoints result in backward or unintended robot behavior during skill execution. To

overcome this, the CC-LfD performs a culling step that deletes intermediate keyframes whose

distributions are too close to an immediately preceding neighbor in the keyframe graph (Fig. 2.9

and Algorithm 2, Line 11). This overlap is determined by a prior minimum threshold of variational

distance (δ(ki, ki−1) > α) between the two distributions over an equally sized set of points sampled

from each. For a set of n points sampled from Keyframe i (Pki ∼ ki) and n points sampled from

Keyframe i+ 1 (Pki+1
∼ ki+1), the variational distance between keyframe distributions is [98]:

δ(ki, ki+1) =
∑

p∈Pki
∪Pki+1

|ki(p)− ki+1(p)|

.

Constraint-based Relearning : Once the initial keyframe graph is built, a secondary pro-

cess serves to create better-fitting keyframe distributions to the constraints that apply to them. For
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each keyframe distribution, n points are sampled from the original learned distribution (Algorithm

3, Line 4). If the sampled point p satisfies the constraints assigned to the current keyframe, it is

accepted and added as training data for a new keyframe, otherwise, it is discarded (Algorithm 3,

Line 6). There are two main benefits from this relearning process: 1) the need for high-variance

bandwidth values is reduced, and 2) the new distribution will more closely approximate the config-

uration space manifold where the constraint expression is true, increasing the sampling efficiency

during skill execution.

Algorithm 3: Skill Reconstruction

Input: Keyframe Graph Vertex Sequence V , Samples per keyframe n
Output: Motion Plan M

1 waypoints ← [];
2 for v ∈ V do
3 p ← sampleValidPointsFromKeyframe(v,n);
4 p ← discardConstraintViolations(p,getConstraints(v).);
5 if p == ∅ then return ERROR;
6 waypoints.add(maxLikelihoodPointFromSet(p,v));

7 end
8 M ← createMotionPlan(waypoints);
9 return M

2.2.2.3 Skill Reconstruction

To reproduce a skill, waypoints from the ordered sequence of keyframes are sampled. Motion

planning between these waypoints results in a trajectory for execution. The resulting keyframe

model is a learned approximation of a skill, and thus a path through the keyframe graph produces

a rough sequential distributional representation that the robot traverses to execute this skill cor-

rectly. Once a sequence has been obtained, sampled waypoints from each keyframe are obtained by

sampling from each of these distributions (see Figure 2.10), specifically samples that also adhere

to the constraints assigned to each keyframe.

One of the motivations for using sequential pose distributions as a keyframe representation is

that an environment may not exactly match the training environment. The execution environment

could be one with different obstacles, or different target locations. Thus sampled waypoints might
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Success

Failure

Figure 2.10: A final rejection sampling step produces a se-
quence of constraint valid waypoints through which to mo-
tion plan. Without such constraint compliance, a solution
trajectory is apt to fail (lower trajectory).

be invalid (e.g., in collision with an obstacle), be infeasible to use in a motion plan (e.g., no

valid solution), or violate the required set of constraints for the keyframe [98]. To overcome this

limitation, CC-LfD performs a rejection process of points sampled from the keyframe’s distribution,

discarding those that violate one of the aforementioned validity criteria (constraints, collision,

targeting, etc,.). The valid point with the highest likelihood (relative to its sampled distribution)

is retained as a waypoint for the final motion plan (Algorithm 3, Lines 3-6)

If a situation arises where all of the sampled states from an intermediate keyframe are rejected,

this keyframe is ignored and the next keyframe in sequence becomes the subsequent keyframe.

This provides execution flexibility but may potentially sacrifice motion cues encoded by these

intermediate keyframes. This approach burdens the motion planner (as it must now plan across a

greater distance) while providing more freedom to the final motion plan (still honoring the imposed

constraints). An important caveat is that boundary keyframes are treated as essential to the skill,

and thus if no valid point can be sampled from such keyframes, the skill cannot be executed as

the model cannot honor these important constraint transition regions during plan generation. As

will be discussed in upcoming chapters, the honoring of constraints throughout the entirety of
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the motion plan requires the usage of constrained motion planning methods as standard motion

planning algorithms do not necessarily adhere to constraints.

2.2.3 Evaluation

2.2.3.1 Robot Platform

We evaluate CC-LfD using the Rethink Robotics Sawyer robot (see Figure 2.11. Sawyer is

a 7-degree-of-freedom robotic arm, with a working envelope of 1260 millimeters and a maximum

payload of 4 kilograms. Our CC-LfD reference implementation, including both skill learning and

robot control software, is implemented as a node within Robot Operating System [111] utilizing

the MoveIt! motion planning framework [33]. 2

Figure 2.11: A user demonstrating a skill on a ReThink Robotics Sawyer collaborative robot.

2 CC-LfD reference implementation is available at: https://github.com/cairo-robotics/.
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2.2.3.2 Skill Repair from Poor Initial Demonstrations

We demonstrate the utility of CC-LfD through an evaluation involving skill repair, a do-

main in which the goal is to make a brittle or ineffective skill model more effective and robust to

varying environmental conditions. Poor demonstrations may contain useful information to help

dictate the skill or they might purposefully provide negative signals i.e. what not to do [53]. Thus

there is motivation to show that CC-LfD capably operates over poorly demonstrated skills. This

evaluation tests the ability of a learning method to absorb positive aspects of sub-optimal or noisy

demonstrations while rejecting aspects harmful to the model, requiring a minimum of additional

information.

To demonstrate skill repair with CC-LfD, we utilize two tasks common across skill learning

from demonstration literature: a compound pouring task and a precision placement task. The

first task involves picking up a cup, moving it over a target region (another cup), and pouring

its contents into the target vessel without spilling along the way. This task was chosen due to

the complexity of having a constraint that must only be enforced for part of the trajectory (e.g.,

keep the cup upright) and is violated in other parts. The second task involves picking up a cup,

maneuvering around an obstacle not modeled by the motion planner, and resting the cup atop the

obstacle. This task was chosen because of its ability to illustrate adherence to motion constraints

for part of the task, requiring certain keyframes to obey spatial rules captured by demonstrations

without the benefit of analytical models to assist (e.g., the motion planner’s collision avoidance).

Both tasks are evaluated for success according to their objective behavior which is defined by the

intent of the task (e.g. pouring contents of the cup into the target, placing the cup in a resting

place) and the expected constraints on the task itself (e.g. cup must remain upright, the cup must

not collide with a hidden obstacle).

For each task, three low-quality demonstrations are provided as a baseline of poor per-

formance to which additional demonstrations must be added (these demonstrations may not be

excluded from model training) to repair the learned skill model. Generally, a low-quality demon-
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stration is one that explicitly violates the chosen constraints for a given task. As an example, in

the cup pouring task, a poor demonstration might tip the cup too far before it is over a target,

prematurely spilling contents. Other low-quality demonstrations may add harmful variance in the

keyframes of a learned skill that is likely to degrade execution quality in näıve LFD solutions. We

test two approaches to skill repair:

CC-LfD: Train a CC-LfD model with a single constraint-annotated demonstration and

the initial low-quality demonstration dataset.

Näıve LfD: Train a skill model with the addition of successful high-quality demonstrations

to the initial low-quality dataset, but with constraints omitted.

In other words, we add high-quality training data to each skill’s initial low-quality training

set, build a new skill model, and test the model by evaluating its skill executions for success. In

the CC-LfD condition, we add a single trajectory annotated with Boolean constraint expressions

during demonstration by the human, while in näıve LfD condition we add a number of high-quality

demonstration trajectories without constraint information.

2.2.4 Implemented Conceptual Constraints

The evaluation system employs two conceptual constraints to showcase the effectiveness of

CC-LfD: an object being ‘upright’ and a minimum end-effector height. The upright constraint (see

Figure 2.3) dictates that an object must be upright according to a predefined upright orientation,

reference axis, and a threshold angle of deviation that is object-specific. The upright orientation

uses a quaternion representation of the end-effector of Sawyer. In other words, we use a specific

grasping orientation to represent the ‘uprightness’ of the cup rather than the orientation of the

cup itself. The environment reference axis defines the axis against which rotation deviations are

measured. This axis is generally the z-axis relative to the frame of reference of Sawyer. Axis-

angle rotations around the reference axis have no bearing on the ‘uprightness’ of the object. The

threshold angle is the limit within which an object is upright compared with its current angle of
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Task Evaluation Criteria

Type # Poor Demos

Baseline 3 Poor Quality Demonstrations
7 Repairs Baseline + 7 High Quality Demonstrations
14 Repairs Baseline + 14 High Quality Demonstrations
21 Repairs Baseline + 21 High Quality Demonstrations
28 Repairs Baseline + 28 High Quality Demonstrations
Constrained Baseline + 1 Constraint Annotated Demonstration

Table 2.1: Evaluation criteria used for both the pouring task and placement task.

deviation. In the pouring task and placement task, the upright constraint is used to ensure that

the cup is not tilted past its upright threshold angle (see Figure 2.3, right-most).

2.3 Results

As the robot can only manipulate its 7-DoF arm, an ‘upright’ constraint applied to a keyframe

forces configurations to be sampled where the object is upright within the robot’s grasp, while a

‘minimum height’ concept forces configurations to be sampled where the end effector pose is a

minimum height above the table underneath it. The CC-LfD framework supports any type of

concept that can be encoded as a Boolean classifier over state space.

2.3.1 Evaluation Tasks

The CC-LfD algorithm was evaluated using two tasks: 1) A cup pouring task, and 2) A pick

and place task. In the cup pouring task, the robot must lift the cup off the table, carry the cup

above a certain height until it is over top of a target, then lower and pour its contents into the

target without spilling along the way. The task is considered a failure if at any point the robot

violates these conditions (see Figure 2.12a a). In the placement task, the robot must lift the cup

off the table and place the cup on top of a sideways crate (Fig. 2.12b b). Success for this task

requires the robot to place the object on top of the crate without collisions or spills, carrying the

cup above a safe height over the crate until it is over top of the placement zone. If at any point

before placement, a disqualifying event occurs, the entire task is considered a failure.
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(a) Pouring Task (b) Placement Task

Figure 2.12: The two evaluation tasks used for the CC-LfD algorithm. a): The Pouring Task required
users to carry a cup full of marbles to a target and pour the marbles without spilling. b): The Placement
Task required users to move a cup and place it on top of a shelf.

2.3.2 Evaluation Criteria

For each task, we evaluate the success or failure of the robot’s performance based on the

criteria presented in Table 2.1. We present results from six experimental conditions investigating

different levels of skill repair, each consisting of ten trials per task with skill models trained using

varying amounts of low-quality (LQ) and high-quality (HQ) demonstration trajectories. An LQ

demonstration fails to successfully meet the given task evaluation criteria. An HQ demonstration

properly executes the task according to the given task evaluation criteria. A constraint-annotated

trajectory is one that is performed correctly while also being annotated with concept constraints.

2.3.3 Results and Discussion

Skill Repair: Our results (see Tables 2.2 and 2.3) show that a single constrained demon-

stration is enough to repair the poorly trained baseline skill for both tasks, with sufficient variation

across executions to guarantee that this is not an artifact of model overfitting. The low-quality base-

line demonstrations result in incorrect skill performance nearly always, while a single constrained
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Pouring Results

Type # Poor Demos # Repairs Success %

Baseline 3 0 0
7 Repairs 3 7 40
14 Repairs 3 14 60
21 Repairs 3 21 70
28 Repairs 3 28 60

Constrained 3 1 100

Table 2.2: Pouring Task Evaluation Results. Percentage of successful task executions
out of 10 attempts. A single constrained demonstration is adequate to repair the skill
given the baseline of three poor-quality demonstrations.

repairing demonstration results in nearly perfect skill performance, maintaining the (allowable)

feature variances provided by the baseline training trajectories. The single failure during the con-

strained condition for the placement task occurred due to a minor obstacle collision that, while not

affecting the final placement, violated the collision avoidance success criteria.

Importantly, we observe that while the introduction of additional high-quality demonstrations

shows a trend of improvement over the baseline, it does not quickly converge to a high level of

success. For both tasks, even twenty-eight unconstrained HQ repairing demonstrations are not

enough to overcome the problems the model inherits from the initial LQ training data. In all cases,

states are sampled from distributions that contain the LQ trajectories, but by using CC-LfD the

harmful aspects of these demonstrations are successfully discarded while the potentially informative

signal is maintained.

Applications to Transfer Learning: The keyframe constraint optimization performed

by CC-LfD can also be used to effectively generalize skills across contexts where interpretations

of constraints differ. As an empirical proof-of-concept, CC-LfD is able to generalize the pouring

task to a new cup requiring a grasp that is orthogonal to the grasp encountered during training

(and thus, requiring a very different trajectory through configuration space). The application of

the upright constraint to the new cup universally results in skill failure, as at least one of the

boundary keyframe distributions is unable to produce any viable samples that conform to the
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Placement Results

Type # Poor Demos # Repairs Success %

Baseline 3 0 10
7 Repairs 3 7 50
14 Repairs 3 14 40
21 Repairs 3 21 70
28 Repairs 3 28 70

Constrained 3 1 90

Table 2.3: Placement Task Evaluation Results. Percentage of successful task execu-
tions out of 10 attempts. A single constrained demonstration is adequate to repair the
skill given the baseline of three poor quality demonstrations.

required constraints.

By introducing a single demonstration performed under the new conditions, CC-LfD is able to

learn a model that can perform the skill correctly, despite the fact that the rest of its training data

was performed such that it never exhibited the correct upright behavior. This example suggests

skill transfer as a promising application of future work extending CC-LfD, as will be shown in the

upcoming chapters.

2.3.4 Contributions:

Given the above results and discussion, the novel contributions of the CC-LfD algorithm are

as follows:

• CC-LfD enables few-shot skill learning by utilizing constraint information specific to a skill

that results in a better keyframe model representation of the desired skill to be learned by

the robot system.

• One-shot repair by introducing constraint information from annotated trajectories into ex-

isting unannotated training data to overcome potentially poor demonstrations that equate

to a poor-performing model.

• A preliminary result showing how CC-LfD facilitates skill augmentation by updating con-

straint parameters to produce a new constrained skill model.
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2.4 Maintaining Constraint-Compliance Introduces New Challenges

While the CC-LfD algorithm presents a number of benefits in terms of user interaction with

an LfD system and the robustness increases of the model itself, it introduces two challenges that

warrant further investigation.

(1) Challenge I : During demonstration, constraint annotation is difficult for novice demon-

strators, and there is no obvious insight into whether or not the system learned the skill

appropriately nor an easy way to update a learned skill without demonstration.

(2) Challenge II : It is desirable to push model representation towards a constraint transition

keyframe-only representation, but this introduces the need for appropriate constrained

motion planning to guarantee constraint compliance during execution.

2.4.1 Challenge I: Interface Design and Model Insight

CC-LfD provides a mechanism to integrate constraints according to the user’s discretion,

and it builds a keyframe model shaped by those constraints and corresponding trajectory data.

However, there are some limitations introduced by the CC-LfD related to interface design and

model insight, as outlined below.

Interface Design: Constraint annotation is challenging to perform during demonstration

with existing interfaces. With kinesthetic demonstration, a user often has to use both hands in

order to successfully guide a robot through a motion. This makes constraint annotation challenging

to perform as the most common interfaces utilize triggers either on the robot arm itself or through

a toggling interface on a tablet, to indicate when constraints apply. This naturally limits the

number of accessible constraints available to the user during the demonstration itself, and when

demonstrating kinesthetically, the user often has to pause. Narration through a natural language

interface is one possible alternative approach, although it still makes it difficult to annotate multiple

constraints concurrently during the demonstration.
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Model Awareness: Another limitation with the standard CC-LfD algorithm, is that there

is no obvious indication as to how successful the robot agent will be at executing the skill. The only

insight into the model that the user has is previewing the generated motion plan either in simulation

or on the actual robot platform. In isolation, this preview might not provide enough information

for the user to validate whether or not the skill was learned as intended. A simulated environment

might not be physically situated in the space the demonstrations occurred. The actual execution

of the skill puts the cart before the horse in that a poorly learned skill results in a potentially

dangerous behavior preview. Relatedly, a user might want to verify whether or not the constraints

they annotated are appropriate for the model or are in the location they desire.

Augmented Reality for CC-LfD: Chapter 3 outlines a holistic augmented reality ap-

proach to overcoming these limitations. It will describe how keyframe previews of a learned skill

combined with visualizations of assigned constraints enable users to demonstrate without the need

for real-time annotation. This allows for the post-hoc shaping of learned skills through constraint

editing. In a similar vein, this same augmented reality system can be used to visualize robot con-

figurations in lieu of kinesthetic demonstration. By utilizing an instrumented tong to provide pose

targets for a real-time feasible pose-optimization, a user is free to focus on the task at hand. To

assist in the demonstration of constraints, this pose optimization mechanism can also optimize for

task-space constraints.

2.4.2 Challenge II: Keyframe Sparsity and Constraint-Compliant Motion Plans

The second major challenge relates to shifting model representation towards constraint com-

pliance (i.e. a boundary keyframe dominant representation) and less on a highly granular keyframe

model (i.e. reliance on intermediate keyframes). The more and more intermediate keyframes are

culled, the model representation shifts towards a representation anchored by the constraint tran-

sition keyframes. The benefit of this sparser representation is that it provides a means to push

execution toward automated motion planning. However, this requires that the planning between

one constraint transition keyframe to the next constraint transition keyframe requires constraint
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compliance. This introduces the need for constrained motion planning methods in order to guar-

antee constraint-compliant robot execution of learned skills.

Potential valid constrained
trajectory that utilizes

constrained motion planning,
providing agent more
flexibility for model

execution.

Motion plan trajectory
reliant on intermediate
keyframes for constraint

compliance.

Purple denotes area of
constraint validity.

Figure 2.13: CC-LfD relies on intermediate keyframes to produce a constraint-
compliant trajectory (blue). This limits the potential for alternative constraint-
compliant trajectories that diverge away from intermediate trajectory distributions
(red), but requires the use of constrained motion planning algorithms.

Keyframe Sparsity The CC-LfD algorithm produces a sequence of constraint-compliant

waypoints but relies on traditional sampling-based motion planning algorithms to move from point

to point. Such algorithms do not necessarily produce constraint-compliant motion plans. Given that

the initial implementation and evaluation of the CC-LfD algorithm utilized permissive tolerances

for the concept constraints used in each evaluation task, ensuring that each intermediate trajectory

was compliant with the given segments assigned constraints proved feasible. However, should the

model need to accommodate changes in the environment that occlude intermediate keyframes or

the user simply want to push execution onto algorithmic motion planning, there is a need for

constrained motion planning.

One of the essential procedures in the CC-LfD algorithm is the keyframe culling process.

Intermediate keyframes are removed from the graph so that during sampling for skill execution,

adjacent waypoints do not result in undesirable behavior like backtracking. Depending on the CC-

LfD parameters from grouping data and generating keyframes, this process generally produces a

large number of intermediate keyframes relative to the number of boundary keyframes. Since these
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intermediate keyframes must adhere to the constraints assigned to a prior boundary keyframe,

they ultimately produce a sequence of constraint-compliant waypoints that are granular enough

such that traditional motion planners are able to adhere to the set of constraints. This is possible

as the divergence from one point to another is minimal, generally enabling the behavior resulting

from executing skill trajectory to adhere to constraints throughout the motion of the robot agent.

However, this is not strictly guaranteed as the motion from one keyframe to another still relies on

motion planning algorithms that are unaware of constraints.

One benefit of automated motion planning is that it drives behavior execution away from

reliance on explicit programming or, in the case of CC-LfD, away from relying on intermediate

keyframe waypoints. Such intermediate keyframes act as a form of model over-fitting and might

only represent a single instance of a skill as demonstrated by the user. In certain cases, the most

pertinent keyframes of the skill might be the constraint transition keyframes. These keyframes

encode important change-point locations about the behavior of the robot. A keyframe model

that uses only constraint transition keyframes results in a representation that depends more on

constraints and their change locations and far less on the specific instance of the demonstration

trajectories. As will be shown in Chapter 4, this representation defines a challenging constrained

motion planning problem in which constraints change throughout the required plan. Knowing

when and where these changes occur is an ill-formed problem that the CC-LfD sparse keyframe

representation provides the means to solve.



Chapter 3

Augmented Reality Interfaces for Learning from Demonstration

This chapter describes two interactive systems for robot Learning from Demonstration that

utilize augmented reality (AR) as a means to facilitate novel modes of demonstration, to view

learned robot behavior, and to update a learned model’s assigned constraints. The first is called

Augmented Relation for Constrained Learning from Demonstration, (ARC-LfD)1 . The second sys-

tem is called Augmented Reality-based Pose Optimization for Constrained Learning from Demon-

stration (ARPOC-LfD).

Figure 3.1: Augmented Reality combined with constrained Learning from Demonstration creates
novel interfaces that enable the teaching, verification, editing, and updating of robot skills using in-situ
visualizations and interaction. The above picture shows a user kinesthetically demonstrating (left) and
editing skills afterward (right).

1 Note that the information presented in this chapter draws upon, paraphrases, and uses text verbatim from
Luebbers et al. [90]
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The motivation driving the development of these two systems is as such:

(1) Most LfD systems provide little insight into the quality and capability of the learned skill,

including the previously discussed CC-LfD model (see Chapter 2).

(2) Traditional modes of demonstration (kinesthetic and teleoperation) have specific short-

comings that make one preferable over the other, and these modes do not readily support

constraint communication in their standard form.

(3) These systems enable user-driven skill correction and enable constraint-compliance assis-

tance during demonstration.

Demonstration

Encoding

Execution

Plan Learning

Cost/Reward
Learning

Policy Learning

Kinesthetic Teleoperation Observation

Motion Plans Task Plans

ARC-LfD

CC-LfD

IPD-Relaxation

Optimization 

ARPOC-LfD

Figure 3.2: Referring to Figure 3.2, ARC-LFD and ARPOC-LfD support kinesthetic and
teleoperation-based modes of demonstration while providing visualizations of constraints and the
resulting learned model.

These two systems contribute predominantly to the demonstration phase of the LfD pipeline

(see Figure 3.2). However, ARC-LfD does directly interact with the CC-LfD model, thereby pro-

viding a direct association with the encoding portion of the pipeline. ARC-LfD provides in situ

visualizations representing constraints, end-effector holographics, and feedback regarding skill ca-

pability. This includes visualizations of end-effector holograms that represent candidate samples

from the model’s keyframes. Additionally, on each keyframe, there are visual indicators specific
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to each assigned constraint that indicate if the model is capable of adhering to the constraints as

well as a means to update constraint parameters. This results in an ability to adapt skills post-hoc

without repeating the entire learning process.

ARPOC-LfD is a teleoperation system that employs real-time feasible pose generation for

teleoperation with the added ability to assist in constraint compliance during demonstration. The

system supports the use of an instrumented tong that provides an easy mechanism for users to sup-

ply pose-targets during demonstration. Similarly to ARC-LfD, the system utilizes AR to provide a

virtual holographic manipulator arm to provide in-situ concurrent visualizations of the online pose

optimization output to facilitate better situational awareness of robot capability during demonstra-

tion.

3.1 Preliminaries

A useful framing for the utility of these two AR systems lies in what is called the Human-

Action Cycle. Adapted for the human-robot interaction setting in [138], this cycle describes impor-

tant components from the user perspective when it comes to human-robot interaction. Figure 3.3

provides a new variant of the cycle using a Learning from Demonstration perspective (gray box)

and discusses how ARC-LfD and ARPOC-LfD integrate into this cycle (blue and pink boxes). In

this adapted cycle, a human user is responsible for three major components in their interaction

with a robot learning system. A user must first consider the goals of the LfD interaction, perhaps

wishing for the system to learn the stylistic nature of the demonstration data, or they might be

more concerned with adherence to task constraints. The next consideration is the actual process of

demonstration during which they must ideally provide adequate quality demonstrations. Finally, a

user must evaluate whether or not the robot system has correctly learned the skill as communicated

through demonstration. As mentioned in [138], each of these components of the cycle could result

in a breakdown in successful human-robot interaction. In the case of Learning from Demonstration,

such breakdowns could result in poorly performing learned models, unsafe robot execution, and

less trust in the system.
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User
Goals

How we want the robot learner to behave...

Demonstration
User provides demonstrations in

order to convey the learning
goals...

Evaluation
Insight into whether or not the

system behaved as expected...

Robot Learning System

ARC-LfD enables users to
define, parameterize, and
apply constraints to the

learned model, capture user
intent, and provides a means

to adapt skills.

ARC-LfD foregoes the need
for real-time communication
of constraints, enabling
post-hoc application.

ARC-LfD provides insight
into whether or not the

learned model will adhere
to constraints and to the
style of demonstration.

ARPOC-LfD uses instrumented tongs
for demonstration while providing

real-time holographic visualization
of the robot. It uses online task-
constrained pose optimization to
boost demonstration quality.

Figure 3.3: The Human-Action Cycle adapted for LfD from Szafir et al. [138], with contributions
of ARC-LfD in blue and ARPOC-LfD in light red. ARC-LfD provides the means to capture user
goals through constraint editing and application, enables users to evaluate learned models, and
enables post-hoc application of constraints onto keyframes. ARPOC-LfD provides users real-time
feedback during demonstration and boosts the quality of demonstrations in constrained settings
through the aid of online-pose constrained pose optimization.

3.1.1 Utility of Augmented Reality for Learning from Demonstration

The above characterization extending [138] adds to the growing body of literature that bears

out the utility of AR interfaces for robotics [52, 138, 14], enabling new methods of enhancing robotic

control [154, 151, 148, 24], collaboration in human-robot teaming [121], allowing safe movement in

shared spaces [147, 121], and communication of robot knowledge [79, 81, 42]. Augmented Reality

also provides benefits as an interface mechanism for a variety of Learning from Demonstration

methods as evidenced through a growing body of research [132, 47, 46, 112].

When using LfD methods for robot instruction, safe and successful deployment necessitates

that a learned skill meets the requirements of the human teacher (i.e. goals in the Human-Action

Cycle). This deployment also necessitates the system has learned a proper model of the skill after
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the demonstration (i.e. evaluation in the Human-Action Cycle). While verification can be done in

simulation, this requires a high-fidelity model of the environment in order for the visualization of

the learned skill to be shown in the proper context (and obtaining such a model may be a technical

endeavor) [150]. However, small changes in the robot’s environment or the desired skill may require

an entirely new set of demonstrations to fix it. This requirement for rigidity of environment and

task can make long-term deployment and maintenance of the skill difficult in practice.

One approach to handling this rigidity is the creation of end-to-end policy learning systems

that aim to model skills more generally [120, 10]. However, such systems may demand a prohibitive

number of demonstrations or require unavailable simulation environments to capture user intent,

and aren’t designed to accommodate user selection of task constraints. The CC-LfD algorithm

presented in Chapter 2 shows that without constraints, the naive Keyframe LfD model requires

numerous demonstrations to reshape a skill. As such, ARC-LfD’s central focus is on the application,

editing, and integration of constraints in order to reduce the dependency on demonstration (i.e.

the demonstration component of the Human-Action Cycle).

ARC-LfD safely demonstrates to users what skill has been learned and how executing that

skill will cause the robot to move through the environment through in-situ holographic visualiza-

tions. The AR interface also facilitates the visualization and editing of constraints, enabling users

to see how these constraints interact with objects or points of interest in the environment. Further-

more, constraint editing through AR allows the entire training process to take place in situ without

requiring context-switching between the real environment and a 2D display [61].

The ARC-LfD systems enable users to examine a sample trajectory from a learned skill

visualized in AR through an overlay in the workspace environment. Such skill visualization is

intended to improve safety as the operator can “preview” robot behavior without the need for

actual skill execution [82]. Prior work has established this potential through user studies: Walker

et al. [147] conducted a user study that found that showing flying robot paths in AR made users

more efficient and comfortable when sharing an environment with these robots. Similarly, Rosen

et al. [121] found that AR visualization of possible robotic arm trajectories improved participants’
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accuracy and quickness in identifying collisions with objects in the environment. These studies

substantiate the notion that AR visualizations of robot trajectories may improve user understanding

with respect to the path a robot will take and how that trajectory will interact with the environment.

In addition to visualizing the robot’s possible future movement, ARC-LfD supplies visual

cues that describe the robot’s ability to adhere to user-supplied behavioral constraints on a learned

skill. This is akin to helping users understand the internal state of the robot, another functionality

that has been explored within the space of AR for human-robot interaction. Through AR, infor-

mation such as the robot’s battery life [81] or sensor readings [79] can be communicated to users

through a heads-up display. This is particularly useful when performing complex tasks such as

controlling a robot as it prevents disruptive context-switching when averting attention away from

the environment towards a 2D display [61]. Using AR to visualize a robot’s knowledge in the form

of a learned skill or action can also provide a realistic demonstration of this knowledge without

requiring extensive modeling of the environment to use in simulation [42].

The final type of interaction supported by AR in ARC-LfD is the ability to create and

manipulate constraints on a learned skill. Visualizing constraints in the physical environment

allows users to see the exact effect of applying these constraints [133]. Yamamoto et al. [154]

illustrated that applying virtual constraints was an effective tool for robot-assisted surgery, allowing

surgeons to specify thresholds that the robot should not cross. In our case, the constraints are

both shown and edited in the environment in which the skill will be executed, allowing users to

move constraints around physical objects to ensure the skill can be performed safely. Fang et al.

introduce an approach that enables users to create a sequence of control points interactively on a

parameterized curve model [46, 47]. Users then define the orientation of the end-effector associated

with each control point. These points are used to generate a ruled surface representing the path to

be planned. While this is similar to the ARC-LfD approach, ARC-LfD does not rely on the use of

control points. The underlying CC-LfD model generates the trajectories and candidate keyframe

points. ARC-LfD serves to shape the skill through a library of available constraints useful for the

specific task, not by providing specific keyframe points.
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3.1.2 Revisiting Interaction Modes for LfD

The predominant focus of LfD research to date has been on the initial learning process it-

self, often relying on the standard forms of demonstration introduced in Section 2.1.2. Kinesthetic

demonstration remains one of the most widely used methods of human-robot interaction for Learn-

ing from Demonstration systems [99, 126, 26, 110, 4, 3, 7, 11]. A kinesthetic demonstration is

exacting in that when done correctly it provides a very precise and accurate instantiation of the

skill to be learned [3, 4, 2]. However, kinesthetic demonstration for naive users can be awkward

without minimal training [110] which might result in sub-optimal demonstration [107, 51]. Fur-

thermore, kinesthetic demonstration may not always be feasible for a given environment or robotic

agent. For example, certain domains might be dangerous to operate within for a human user.

Similarly, the robotic agent itself might be dangerous or impossible to physically manipulate.

In contrast to kinesthetic demonstration, teleoperation provides an alternative approach that

forgoes the use of physical manipulation of the robotic agent, instead opting for a controlling device

[13, 10, 120, 102, 129]. The development of teleoperation was predominantly pragmatic, where the

control of the robot agent could not be left purely to automated motion planning methods if at

all [129, 105, 62]. Given the need for tight user control, teleoperation has been used extensively in

robotics and mechatronics, from surgical robotics [92, 34], mobile robotics [102], space robotics [123,

128], to collaborative/assistive robotics [9, 97]. The caveat with teleoperation is that teleoperative

devices do not always provide an intuitive means to control the robotic agent. This is especially

true for complicated high-degree-of-freedom robot agents. A difficult-to-use controller will result in

poor agent behavior as the user cannot easily overcome the poor mapping of teleoperation inputs

to control outputs. In the lens of Learning from Demonstration, this difficulty may result in poor

demonstration [110, 120] or at the very least be cognitively burdensome to the operator during

demonstration [56].

One approach to making teleoperation more effective is to utilize a proxy device that creates

a more intuitive mapping between the controller and the agent. For example, Fang et al. uses
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a data glove acts as a proxy for the end-effector, providing target points for the robot as a set

of demonstrations [45]. This glove is intuitive from users’ perceptive as they are using their own

hand as the means to demonstrate, rather than physically manipulating the robotic arm as in

kinesthetic demonstration or attempting to learn a difficult controller. Praveena et al. introduces

an instrumented tong that serves as a proxy for the end effector [110]. Users only need to consider

the close mapping between the behavior of the tong and the behavior of the manipulator’s end-

effector, which usually uses a dual-pronged gripper. Generally, by collapsing the input space and

output space onto a common user-intuitive data space (i.e. task space), a demonstration is generally

easy and more exact [110].

The challenge with these approaches is that while the device-to-agent mapping has been

simplified from the usability perspective, control over the degrees of freedom of the robot is no longer

supplied by the user. In this case, reliance on kinematics equations to produce agent configurations

becomes paramount. Essentially the data glove and instrumented tong approach supplies pose

targets rather than agent configurations. Many LfD methods rely on agent configuration/control

trajectories as input (see Section 2.1.3). The motive is to keep model representation and the

execution space (e.g. robot states or controls) as close as possible, if not equivalent. This reveals

one of the major difficulties in using pose/task-space trajectories: there is a need to generate

feasible agent configurations. Given the redundancy of high degree-of-freedom manipulator arms,

the generated configuration from one pose to the next might produce an infeasible robot trajectory.

This might result in a learned model that performs very poorly or may not achieve successful robot

execution of the learned skill at all.

3.1.3 Task-space to Configuration Space Optimization

For some settings, demonstrations of pose/task-space data rather than agent configurations

are preferable. During kinesthetic demonstration, a user might only care to focus on the end-

effector rather than supporting the entirety of the arm. In the case of the CC-LfD algorithm, the

less a user needs to focus on maintaining joint positions, the more they can focus on adhering to
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task-space constraints and assigning constraints onto the skill. Similarly, teleoperation methods

that produce pose/task-space data enable users to focus on the specifics of the skill and not on

controlling multiple degrees of freedom that may play an insignificant role in skill success. The

major challenge with utilizing this data when using trajectory-based learning methods, such as

CC-LfD, is the generation of robot configurations. As mentioned above, a trajectory is only valid if

the robot can physically move from configuration to configuration without any joint discontinuities

[115, 116]. Given the kinematic redundancy of high degree-of-freedom agents, the inverse kinematics

solution to these task-space trajectories often produces a configuration space trajectory that is

kinematically/physically infeasible for the robot to execute.

Methods do exist for generating a feasible configuration trajectory from a task-space trajec-

tory. [145] uses null-space impedance control to generate controls that produce configurations that

track a task-space trajectory. However, redundancy resolution is dependent on problem domain-

specific matrices during null-space projection. [155] uses ruled surface optimization for pose tra-

jectory under kinematics constraints in order to generate a configuration space trajectory. Full

trajectory optimization methods are generally not well-suited for real-time demonstration should

a user desire real-time feedback. As such, optimization is also useful on a per-pose basis, as

shown in [115, 116, 118] in which a non-linear multi-objective optimization program that utilizes

a neural network-based approximation for fast self-collision look-ups enables online feasible pose-

optimization.

The ARPOC-LfD method opts to use the online pose-optimization framework CollisionIK

[118] to generate robot configurations in real time that respect collision objects and maintain

feasibility with prior results from the optimization engine. As the multi-objective function utilizes

gradient-estimation methods via a Gaussian-like wrapping function (called Groove Loss) per term,

it enables the integration of task-space constraint terms. This approach allows users to generate

pose targets during a demonstration against which the optimization engine generates pareto-optimal

configurations that satisfy the pose target, avoid collisions, avoid joint limit constraints, and adhere

to any number of constraint terms included in the objective. With the addition of a real-time
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augmented reality interface employed by ARPOC-LfD, these configuration space solutions provide

visualizations of the robot holographic that inform a user how well the robot is able to target

the task-space instructions provided by that user. Furthermore, with the inclusion of task-space

constraints, the optimization engine produces configurations that adhere more closely to task-

specific constraints. This has the potential to increase the quality of demonstrations that ultimately

produce a more useful model.

3.1.4 Feedback to Foster Self-Correction

The benefits of feedback as a mechanism for self-correction are well supported in the re-

search literature. In the field of psychology, there is evidence that self-correction is an essential

feature of the learning process for reading in young children [48]. Despite the common idea of

error avoidance as an end goal of learning, Metcalfe et al. showed that errorful learning followed by

corrective feedback is beneficial to learning both for students and teachers alike [95]. Freedberg et

al. describe a study that indicates both positive feedback (indication performance is correct) and

negative feedback (indication performance is incorrect) both help the learning process, but negative

feedback might be more useful in this regard [49]. Within the domain of human-robot interaction,

visualization as a feedback mechanism has been shown to benefit collaboration in literature as well

[138, 147, 148, 24, 119]. To this end, ARPOC-LfD deploys two feedback mechanisms to facilitate

self-corrective behavior in human demonstrators. As mentioned above, the primary mechanism

of feedback is the holographic visuals of a robot agent tracking pose targets provided by an in-

strumented tong device. The second feedback mechanism provides an indication of the divergence

between the virtual holographic end-effector and the physical target of the tong. The bigger the

tracking error, the larger the indication that the user is providing an unobtainable pose target.

3.2 System I: ARC-LfD

This section describes the first AR system, Augmented Reality for Constrained Learning from

Demonstration or ARC-LfD . ARC-LfD is proposed as a step toward producing practical, real-
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world-ready LfD systems that allow non-roboticists to conduct training and evaluation of robotic

systems. The use of AR for in-situ visualizations relaxes the requirement of a model of the environ-

ment to use in simulation for verification of learned skills. Through visualizing a sample trajectory

directly in the environment, users can preview the robot’s skill execution contextualized by the

actual environment itself. The control flow of ARC-LfD provides an improvement over CC-LfD,

allowing users to separate demonstration from constraint application. Rather than requiring users

to specify constraints during live demonstrations, users are able to visualize and edit constraints at

the verification step. This allows focusing on ensuring constraints are both appropriately specified

and applied to the correct keyframes before application.

Figure 3.4: ARC-LfD allows the user to visualize trajectories as a series of keyframes (top left).
Selecting a keyframe will show holograms representing any constraints active at that keyframe, such as
the height constraint (top right) indicating the end-effector must stay above the plane, the orientation
constraint (bottom left) overlaid on the selected end-effector to show its proper rotation, and the over-
under constraint (bottom right) indicating the end-effector must stay within the cylinder. Note that
in the bottom right image, one keyframe has the over-under constraint applied. However, this sample
is not located inside the cylinder and is in violation of the constraint. This is indicated by coloring the
hologram red to alert the user.

Finally, the proposed constraint editing interface relaxes the static environment assumption
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often levied for successful LfD skill deployment. ARC-LfD enables direct skill repair and edit-

ing, creating constraints contextualized in the environment and applying them to keyframes of

an existing skill. Thus, ARC-LfD fills a critical technical gap in LfD systems, enabling long-term

skill assessment and validation as the environment or task requirements change over time, especially

tasks that incorporate the concepts constraints of the CC-LfD system and corresponding algorithm.

3.2.1 System Design

ARC-LfD consists of two components communicating via the Robot Operating System (ROS):

a Concept Constrained Learning from Demonstration subsystem (CC-LfD), which serves as a back-

end for skill learning, and an AR subsystem for visualization and user interactions with a learned

skill (see Figure 3.5). The first subsystem is a container for the CC-LfD algorithm to build learned

models based on trajectory demonstration data and assigned constraints. This system rebuilds a

model based on users indications. It sends a representation of the keyframes to the AR subsys-

tem by sampling a candidate end-effector pose from each keyframe. If directed by the user, this

subsystem generates a sequential motion plan (see Chapter 4) for the robot to execute.

The second subsystem of ARC-LfD (see Fig. 3.5) is an AR interface deployed on a HoloLens,

a mixed-reality headset developed by Microsoft. A headset was chosen over alternative tablet-based

pass-through AR solutions due to its hands-free nature, freeing users’ hands for interaction with the

robot, and its ability to show different imagery to different eyes, enabling superior depth perception

[93]. Users wearing the HoloLens are able to see holographic visualizations of relevant keyframes and

constraints projected onto the robot’s workspace. User interaction is achieved through performing

pinching gestures known as air taps on these visualizations and on menu buttons pinned above the

robot (see Fig. 3.1).

3.2.2 Interaction Flow

ARC-LfD introduces an advancement over CC-LfD by enabling post-hoc application of con-

straints as opposed to requiring constraint application during demonstration. This new approach
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Figure 3.5: A diagram of the ARC-LfD system architecture. The user (blue) sup-
plies the initial demonstrations to the CC-LfD subsystem (green). During the editing
phase, the user also supplies constraint edits and their keyframe application to the
AR subsystem (red). In return, the AR subsystem supplies skill and keyframe con-
straint validity visualizations to the user. Through a Robot Operating System (ROS)
communication layer, the CC-LfD and AR subsystems exchange skill representation,
constraint parameterization, and constraint application information. Finally, the CC-
LfD subsystem provides sequential motion plans for the robot (purple) to execute.

facilitates an iterative update process that alters keyframe constraints and the corresponding dis-

tributions, providing the basis for ARC-LfD to achieve skill adaptation. ARC-LfD first generates

an initial keyframe model of the skill (Fig. 3.6, Step 1), which is visualized as an instantiation

of the keyframe waypoints that the robot will execute (Fig. 3.4). This visualization includes the

validity of each waypoint relative to the keyframe’s applied constraints (Fig. 3.6, Step 2). Using

the AR interface, the user generates new constraints, or edits existing constraints (Fig. 3.6, Step

3), and assigns them to a chosen keyframe. This initiates a model rebuilding phase where keyframe

distributions are relearned using the same rejection sampling and distribution fitting steps as CC-

LfD (Fig. 3.6, Step 4). If the user is satisfied with the visualized robot behavior, skill execution
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can proceed as carried out by the CC-LfD algorithm (Fig. 3.6, Step 5).

Intial CC-LfD Model

Demonstration
Trajectories

Visualize Representative
Robot Waypoints and

Constraint Validity

Generate/Edit Constraints
and Assign to Keyframes

 Relearn New Keyframe
Distributions Using New

Constraints

New CC-LfD Model

Skill
Execution

Figure 3.6: Flowchart indicating how ARC-LfD integrates into
CC-LfD. Steps 2, 3, and 4 repeats until the user is satisfied. The
pink region (bottom) indicates AR-based steps whereas the green
region (top) indicates that AR is not strictly required.

3.2.3 Skill & Constraint Representation

For a given skill, each keyframe generated by CC-LfD is sent to the AR interface and visual-

ized as a hologram of the robot’s end-effector, whose position and rotation are representative of a

randomly sampled valid waypoint within that keyframe. The combination of these keyframe visu-

alizations traces out a trajectory that the robot would follow to execute the skill. To aid the user in

evaluating a candidate trajectory at a glance, the end-effector holograms are colored in a gradient

from green to gray to indicate the ordering of the keyframes, and any end-effector holograms in

violation of an applied constraint are colored bright red (see Fig. 3.4).

Our test implementation incorporates three constraint types, representing a subset of possible
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Implemented Constraints for ARC-LfD System Validation

Constraint Type AR Visualization Parameters Example

Height Above/Below Plane w/ Arrows Reference Height, Di-
rection

Fig. 3.4, top-right

Orientation Orientation Validity Cone
and Fan

Orientation, Affor-
dance Angle

Fig. 3.4, bottom-left

Over-Under Cylinder Position, Validity Ra-
dius

Fig. 3.4, bottom-right

Table 3.1: Description of constraint types used in the system validation testing.

parametric, predicate-based constraint templates for ARC-LfD, selected to provide coverage over

a number of common robotic manipulation task setups. These are height constraints (the robot’s

end-effector must stay above or below a given height), orientation constraints (the robot’s end-

effector must maintain a given rotation, within a given affordance), and over-under constraints

(the robot’s end-effector must stay above a given location, within a given radius). Each constraint

type has its own associated visualization: a plane with arrows indicating the valid direction for

height constraints, a cone and fan overlaid onto an end-effector showing the affordance for each

axis for orientation constraints, and a cylinder representing the radius around a target for over-

under constraints. When the user selects a keyframe with a constraint applied, that constraint

hologram appears, is positioned, rotated, and scaled according to its parameters, and is colored a

translucent purple to maximize the visibility of the trajectory and environment. For a summary of

these constraints, their AR visualizations, their editable parameters, and references to examples,

see Table 3.1.

3.2.4 Constraint Editing & Application

ARC-LfD lets users edit existing constraints and create new ones from a template via the AR

interface (see Fig. 3.7). The user accesses the constraint editing interface by selecting a constraint

type and slot with the menu buttons above the robot. The user will then have the trajectory

visualization cleared from their view and a lone constraint visualization will be rendered. The

user can edit the parameters of their chosen constraint type (see Fig. 3.7), seeing the visualization
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update in real time, which allows them to match constraints to environmental features (e.g., placing

an over-under constraint on top of a target object for a pick-and-place task).

Once a user is satisfied with their new constraint, they press a confirmation button, which

synchronizes the representation across the AR and CC-LfD subsystems of ARC-LfD. They are

then able to apply that constraint to a keyframe or range of keyframes through the constraint

application menu until they have added the constraint to the desired areas of the skill trajectory.

Once this process is complete, and the trajectory has been satisfactorily inspected, the user selects

the “Send to Robot” button to send the newly applied constraint to the CC-LfD subsystem, which

initiates a rebuilding and resampling of the skill. After the CC-LfD subsystem has relearned a set

of new keyframe distributions, it sends them back to the AR subsystem. It updates the trajectory

visualization to inform the user if the system adequately captured their intent and whether the

skill is likely to be executed successfully. This process of trajectory evaluation, constraint editing,

and constraint application can be repeated until the user is satisfied.

3.2.5 System Validation

In order to validate the ARC-LfD system, we examine its operation within three test cases

representative of potential task scenarios asked of robot manipulators. These case studies exemplify

how ARC-LfD allows a user to demonstrate a skill, visualize the learned skill, then adapt the

learned skill to two different environment setups (an “initial setup” and “secondary setup”) using

edited constraints. One of our research team members acted as a user to demonstrate the system’s

functionality. Eight kinesthetic demonstrations were provided as the basis for each skill using the

Rethink Robotics Sawyer platform. Once the ARC-LfD system had generated a skill model learned

from these demonstrations, the user was shown a sample trajectory of this skill. The user then

edited and applied constraints with consideration given to the specific environment setup. ARC-

LfD used the applied constraint to adapt the initial learned skill and sent a representation of the

updated skill back to the user for visual inspection. Finally, the skill was executed on the robot.

These case studies demonstrate situations in which ARC-LfD allows a user to assess and edit
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Figure 3.7: Users can customize constraints from templates via the AR interface. After selecting
a height (top left), orientation (top right), or over-under (bottom left) constraint, they edit its
parameters and see the corresponding visualization update in real-time. Once satisfied, they can
apply the newly edited constraint to the model by selecting it from the application menu (bottom
right), and by selecting which keyframes the constraint should apply to. After this process, they
will send a request to the robot to rebuild and re-visualize the model using any new constraints,
and evaluate whether the robot has correctly learned the skill.

a skill in response to changes in the environment or task setup. This illustrates a novel capability

over CC-LfD as a user can craft and visualize constraint annotations to ensure successful model

adaptation to differing task setups sans additional demonstrations. In these example applications,

the entire process (skill visualization, creation and application of a constraint, skill updating within

the CC-LfD subsystem, visualization of the updated skill, and approval of execution) took an

average of 120 seconds per skill.
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3.2.6 Case Study I (Precise Placement): A Placement Task with Orientation

Change at Goal Pose

The first case study emulates situations in which the goals of the task are modified after initial

demonstrations are given. In this task, the robot’s objective was to place a rectangular object into

an upright crate, with minimal clearance. If the object was placed using the wrong orientation, a

collision with the crate would occur. The user first provided demonstrations with varied orientations

of the object. We evaluate the task for two different orientations of the crate, horizontal and vertical,

with no additional demonstrations provided between conditions. In both cases, the user applied an

orientation constraint to the task’s last few keyframes specifying the desired orientation. With the

added constraints, the ARC-LfD system enabled the robot to successfully place the object without

collision. The setup of this case study is shown in Figure 3.8.

Figure 3.8: For Case Study I, the robot inserts a rectangular object into a similarly-sized
rectangular crate. In this case study, the user applies orientation constraints to the final keyframes
in the trajectory in order to match the initial setup (left) with a horizontal crate or the secondary
setup (right) with a vertical crate.

3.2.7 Case Study II (Changing Environment): Introducing New Obstacles in a

Pick-and-Place Task

In the second case study, the robot’s task involved moving an object from one side of a

table to another. This task is representative of pick-and-place kitting tasks with known start/goal

locations but with configurations of obstacles that may change over time. For this case study, the



56

user provided 8 demonstrations of moving the robot’s arm across the table from right to left. The

initial environment setup had no obstacles in the way. In the test condition, we placed stacked

foam obstacles halfway across the table. By applying a height constraint, the user can edit the skill

so that the robot can still complete the task without colliding with the new obstacles and without

requiring additional demonstrations. This case study exemplifies how a generic constraint can be

used in lieu of a simulated collision obstacle required by motion planning. Images from this case

study are given in Figure 3.9.

Figure 3.9: In Case Study II, the robot completes a pick-and-place task either with or without
an obstacle present. The initial environment (left) has no obstacles on the table, allowing the
robot to freely move the object from right to left across the table. The test condition setup (right)
introduces an obstacle halfway across the table, requiring the user to apply a height constraint
that ensures the robot lifts its payload over the obstacle to complete the task.

3.2.8 Case Study III (Changing Goal): Moving the Receptacle for a Pouring Task

The third and final case study we conducted involved a task in which the robot poured a

cup of material into a receptacle. The modification for this case study consisted of moving the

receptacle to a different position. Using ARC-LfD’s over-under constraint, the user was able to

specify where on the table the pouring part of the task should begin. This allowed the robot to

execute the cup pouring task successfully with two different end goal positions without any new

demonstrations. Figure 3.10 illustrates the environment setup and constraint applications for this

case study.
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Figure 3.10: Case Study III involves the robot pouring a cup into a bowl positioned at different
points on the table. In the initial setup (left), the bowl is placed toward the front of the table,
while in the test condition (right), the bowl is placed further back. In both cases, the user applies
an over-under constraint to the trajectory representation in order to ensure the pouring motion
takes place at the correct position.

3.2.9 Benefits

These three case studies exhibit the functionality of ARC-LfD and its ability to make LfD sys-

tems more robust. Case Studies I and III illustrate that ARC-LfD can make a set of demonstrations

robust to changes in the task, provided sufficient variance of demonstrations in the set: through

the application of constraints to an existing skill, the robot can execute an altered version of a task.

Case Study II shows how ARC-LfD can make learned skills robust to changes in the environment

by using constraints that alter the skill trajectory to fit a new execution context. Furthermore, the

interface of ARC-LfD enables users to conduct these alterations after demonstrations have been

given, allowing for any-time editing of a skill. In addition to its functionality for verifying and pre-

viewing skills directly in the environment, ARC-LfD introduces a method for maintaining robotic

skills even if the particulars of the task and environment shift over time. We posit that ARC-LfD

presents a safer-by-construction alternative to general end-to-end policy learning systems, trading

generally unneeded levels of model expressivity for system transparency, enabling successful safer

skill execution across a broad range of robotics tasks.

The contributions of the ARC-LfD system are as follows:

(1) AR visualizations of learned skills, in-situ robot behavior, and constraints without needing
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a model of the entire environment.

(2) An iterative process to verify, repair, and edit existing skills through AR using visualized

constraints employed by the underlying LfD algorithm.

(3) Three case studies illustrate how the system enables skill adaptation with no further demon-

stration.

3.3 System II: ARPOC-LfD

This section outlines the second augmented reality system, Augmented Reality for Teleoperation-

based Constrained Learning from Demonstration (ARPOC-LfD), and experiment and evaluation

protocols that will ultimately demonstrate the system’s utility. The system is a close cousin of the

ARC-LfD system in that it provides an in-situ interaction environment for LfD applications using

augmented reality. It also incorporates constraints into the demonstration process, but in this sce-

nario, they are used by the system to aid in constraint compliance of generated robot configurations

produced by an online optimization process to adhere to user-provided pose targets. However, the

primary benefit is that the real-time holographic visuals of the robotic manipulator provide online

information for a user to adjust the use of their teleoperative device (in this case an instrumented

tong) to accommodate the capability of the robotic system. Whether through the use of constraints

to assist in constraint-compliant demonstration or to aid in the self-correction of teleoperation, this

system assists users in providing higher quality demonstrations that will ultimately improve the

resulting LfD model that uses those demonstrations.

3.3.1 System Design

Much like ARC-LfD, ARPOC-LfD is composed of two subsystems (see Figure 3.12) commu-

nicating via the Robot Operating System (ROS): 1) an online feasible pose-optimization subsystem,

which generates feasible robot configurations, and 2), an AR subsystem for real-time visualization

of a robot holographic as it tracks the instrumented tongs (see Figure 3.11). At its core, the
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Figure 3.11: The instrumented tongs used in the ARPOC-LfD
system for evaluation. The tongs are tracked using the OptiTrack
motion capture system via infrared markers. The two separate
groups of markers enable the system to detect a closed gripper
based on the center-point distance between each group.

pose optimization subsystem employs a multi-objective non-linear constrained optimization pro-

gram to provide real-time production of pareto-optimal configurations. This optimization engine

is an extension of the Rust-based software, CollisionIK, developed for [118]. It incorporates task

constraints as terms in the multiobjective function. In this manner, the system supports the inte-

gration of multiple constraints along with the collision avoidance, self-collision avoidance, and joint

limit constraints implemented into the CollisionIK software.

The second subsystem of ARPOC-LfD (see Figure 3.12) uses the augmented-reality headset

developed by Microsoft. Users wearing the HoloLens are able to see holographic visualizations of a

rendered robot agent (e.g. a ReThink Robotics Sawyer). These visualizations align the holographic

agent’s end-effector with the instrumented tongs end-point. The tongs are tracked via the OptiTrack

Motion Capture system, which produces the pose targets supplied to the optimizer given the tong’s

position and orientation in the environment. The system is able to also provide an indication as

to whether or not the tongs are open or closed based on the distance between the track position
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Figure 3.12: The ARPOC-LfD System Architecture diagram. The pink region (bottom)
indicates the AR and LfD learning components whereas the blue region (top) indicates how
the user interacts with the system.

of each side of the tong. The system provides visual feedback in the form of a changing robot

color to indicate the tracking error based on a threshold distance between the position of the tong

and the resulting end-effector position based on the forward kinematics of the generated robot

configuration.

3.3.2 Interaction Flow

The interaction flow of ARPOC-LfD is outlined in Figure 3.13, the end goal of which is for

users to create demonstration trajectories of robot configurations generated from the online pose

optimization subsystem. Users first supply pose targets using instrumented tongs tracked by the

OptiTrack motion capture system, (Step 1, Figure 3.13). These pose targets are provided to the

feasible pose-optimization engine, which produces a pareto-optimal robot configuration that best
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targets the provided pose, but also optimizes for static collision avoidance, self-collision avoidance,

dynamic obstacle avoidance, and for task space constraints (Step 2, Figure 3.13). If the user is

amidst a demonstration, configurations are given to the AR subsystem, which renders holographs

of the robot agent into the visual field of the user’s Microsoft Hololens (Step 3, Figure 3.13). If a

user has reached the end of a potentially desirable demonstration, ARPOC-LfD supports the replay

of the entire configuration space trajectory (Step 4, 3.13) on demand.
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Figure 3.13: The ARPOC-LfD interaction flow diagram. The pink region (bottom)
indicates the AR-based steps whereas the blue region (top) indicates how the user
interacts with the system. The general interaction flow is ordered 1-5.

The final process in the interaction with ARPOC-LfD (already hinted at in Steps 3 and 4),

is to utilize the visual feedback of the latest robot holograph or the entirety of the trajectory to

ensure that what they’ve demonstrated matched their intent. One of the major challenges with

using devices as proxies for teleoperation, as outlined in section 3.1.2, is the lack of control of the

degrees of freedom of the robot. Furthermore, the instrumented tongs do not necessarily provide

an immediate understanding of the robot agent’s capabilities (e.g. reachability) or if the robot will
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potentially execute the intended behavior improperly.

3.3.3 Hypotheses

Given this interaction flow, the hypotheses associated with this system are as follows:

(1) In situ real-time visual feedback in the form of augmented reality holographs acts as visual

feedback for users to self-correct instrumented tong-based teleoperation to produce feasible

demonstration.

(2) Instrumented tongs with visual feedback will produce the highest quality demonstrations

relative to non-AR-assisted tong-based teleoperation and relative to kinesthetic demonstra-

tion.

(3) Users will score the instrumented tong-based teleoperation form of demonstration the high-

est according to subjective measures.

3.3.4 Experiment Protocol

This section outlines an experimental protocol that can be used to test these hypotheses. In

order to compare how ARPOC-LfD compares with other forms of Learning from Demonstration

modes of interaction, this protocol will compare: 1) kinesthetic demonstration, 2) instrumented

tong demonstration (without AR visualization), and 3) instrumented tong demonstration with AR

visualization. This protocol uses a between-subjects design with subjects randomly assigned to

one of three conditions corresponding to the three interfaces/interaction modes. Within each of

these conditions, users would demonstrate at least three demonstrations for three tasks. The tasks

consist of a mailbox opening task, a glue tracing task, and a stacking task. These tasks were chosen

to proxy real-world useful problems. After completing demonstrations for each task, participants

will complete a final, post-experimental survey to test users’ perception of the interface’s usability

and confidence in the system, as well as to obtain open-ended feedback and gather basic demo-

graphic data. Demonstration trajectories will undergo a post-experiment analysis using qualitative
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measures of demonstration quality.

3.3.4.1 Experiment Conditions

Condition 1 - Kinesthetic Demonstration: Kinesthetic demonstration involves a user

physically moving a robotic manufacturing arm through the intended skill, tracing out the trajectory

the user is attempting to teach the robot. During any single demonstration, the robot will be in

a free-movement mode called “zero-g.” This is a mode in which the robot attempts to counteract

the force of gravity to maintain its current position, but can easily be moved in any direction and

speed by the user. The robot is not capable of any movement in this mode that is not physically

initiated by the user.

Users will be physically interacting with a Rethink Robotics Sawyer collaborative manu-

facturing robot arm. Sawyer is a 7-DOF (degree of freedom) robot arm with 1260mm of reach,

specifically designed to work alongside human collaborators. As such, it is equipped with built-in

safety features. Its weak joint torques combined with soft padded joints and torque-limit sensing

protect against the application of any dangerous forces to human collaborators. It is also equipped

with a kill switch that will immediately shut down the arm if triggered.

Condition 2 - Instrumented Tong Demonstration, no AR: The instrumented tong

input device resembles an ordinary pair of kitchen tongs, with minimal sensors/motion tracking

apparatus attached to it. To provide demonstration trajectories, participants will use the device

to mimic the robot’s end effector. They will perform the task as if they were the robot, using

the tongs to manipulate objects for the task. The position and rotation of this device will be

continuously tracked throughout the demonstration to provide trajectory data using OptiTrack.

The physical Sawyer robot will not be present in this condition - participants will only interact

with the instrumented tong device.

Condition 3 - Instrumented Tong Demonstration with AR Visualization: This

condition involves the same input device as Condition 2, but with additional visualization provided

by the Microsoft HoloLens 2 augmented reality head-mounted display. Participants will be wearing
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a HoloLens 2 headset while demonstrating tasks using the instrumented tong. Through their

headset, participants will be able to see a virtual 3D model of Sawyer following the instrumented

tong with its arm, providing real-time visualization of how Sawyer would perform the task. After

providing a demonstration, participants will have the ability to rewatch the demonstration by

issuing a replay command with their headsets.

Constraint-compliance Assistance: For the condition that utilizes AR-based visualiza-

tions, users will have the option to toggle between free pose-tracking teleoperation and constraint-

compliance-assisted teleoperation. This assistance will be task specific to certain specific subtasks

of the experimental tasks outlined below.

3.3.4.2 Tasks

Participants provided demonstrations for three tasks, designed as simplified proxies of robotic

collaboration tasks, such as block stacking, opening a cabinet, tracing specified patterns, etc. All of

these tasks are designed to provide challenging precision that can make one form of demonstration

easier than the other. While certain tasks might favor the precision of kinesthetic demonstration,

others might favor the convenience and ease of the data tongs.

Task I - Mailbox Opening In this task, users are required to demonstrate opening a

mailbox (see Figure 3.14). The following subtasks are required for a successful demonstration:

(1) The first step is to open the mailbox placed on the side of the environment.

(2) Then a small block must be picked up.

(3) The block will then be placed into the mailbox.

(4) Finally, the mailbox must be closed.

This serves as a potential real-world task in which things must be opened and closed and

items must be placed within. The opening of the mailbox is a particularly challenging movement

to demonstrate, especially kinesthetically. The end-effector must be directed to the right distance
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away from the handle for the gripper to grasp the handle. And the motion of opening and releasing

the door requires careful precision. This difficulty makes the instrumented tongs a much easier

form of demonstration. The constraint-compliance assistance for this task will be to maintain a

horizontal orientation of the end-effector when placing the object into the mailbox.

Figure 3.14: The mailbox opening task where users must open the mailbox, place
a block within, and close the door. Inset : Example visualization during the mailbox
opening portion of the skill.

Task II - Glue Tracing In this task, users must demonstrate tracing a fake glue stick

around the perimeter of an object (see Figure 3.15). The following subtasks are required for a

successful demonstration:

(1) They must first direct the robot agent to pick up the glue stick from a jar.

(2) The must then avoid an unregistered collision object (it will not be included in any collision

avoidance mechanism).
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(3) Then then must trace around an object on the workbench of the environment.

(4) Finally, they must return the glue stick back to its holder.

This task is also challenging to demonstrate, however, it is likely to be more advantageous for

kinesthetic demonstration as the instrumented tongs approach might not have the fidelity needed

to successfully provide a demonstration. The constraint-compliance assistance for this task will be

to help users maintain a consistent vertical end-effector orientation during the tracing portion of

the task.

Figure 3.15: The glue tracing task where users must pick up the gluestick and trace
the object on the workbench, then return the stick to its holder. Inset : Example
visualization where the tracing object is held by the tong.

Task III - Stacking In this task, users demonstrate stacking multiple objects in-order in

the center of the workspace environment (see Figure 3.16). The following subtasks are required for

a successful demonstration:
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(1) The user will pick up each block in order.

(2) They must then stack the object one atop the other so that they do not fall.

Figure 3.16: Stacking task in which the user must demonstrate pickup up four objects
and stacking them in order in the center of the workbench. Inset : Example visualization
where the user is stacking the red block.

Each object is placed on the corners of the workspace near the limits of the robot’s reachable

operating space. The purpose of this task is to stress the importance of demonstrating in a manner

in which the robot can feasibly reach the block. This will be most important for the instrumented

tongs as users might not be aware that the general sequence of poses demonstrated to the system

results in robot joint configurations that do not reach the block. The constraint-compliance assis-

tance for this task will be an end-effector centering assist in the X and Y dimensions co-planar with

the workbench. Orientation and vertical height will be up to the user.
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3.3.4.3 Experiment Procedure

For each task, participants will provide at least three demonstrations (though they are free to

discard demonstrations and retry of their own volition, meaning they can perform more than three

demonstrations until they are satisfied). Trajectory data from the demonstrations will be recorded

for post-experimental analysis to evaluate the quality of learned skills as performed by Sawyer.

This post-experiment evaluation will not involve participants. No execution of demonstrated skills

on the Sawyer robot will be conducted in the presence of participants. If given consent, recordings

will be taken during the task rounds for data coding and post-hoc analysis. After participants

provide their demonstrations for each task, they will complete a short survey on their confidence

in the robot’s learned skill, as well as assess the difficulty of the task. Participants will engage in a

single visit consisting of around 60 minutes.

After arriving for their allotted experiment time, subjects will read and sign a consent form

and then review a study information sheet. Participants will be randomly assigned to one of the

three experimental conditions (see above). The proctor will explain the task of human-to-robot skill

demonstration. Each participant will be granted a 5-minute practice session in order to familiarize

themselves with:

• Condition 1 - Operating the robot in ‘zero-g’ mode of Sawyer as well as giving sample

demonstrations.

• Condition 2 - Using instrumented tongs to provide sample demonstrations.

• Condition 3 - Using instrumented tongs to provide sample demonstration. They will also

have a brief calibration step with the HoloLens 2, which makes the visualizations appear

more clearly by adjusting for the inter-pupillary distance of the wearer, and ensuring that

the visor is positioned properly in front of the wearer’s eyes.

Following these onboarding steps, participants will perform the three task demonstrations

outlined above. For each task, participants will perform skill demonstrations using the respective
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interface based on their assigned experimental condition. The PI and/or IRB-approved assistants

will protocol the experiment from start to finish. Once participants are satisfied with the given

number of demonstrations for a task, they will complete a post-task survey. Upon completion of

all tasks satisfactorily, users will complete a post-experiment survey.

3.3.5 Evaluation Protocol

This section will outline an evaluation protocol used to test the hypotheses presented above.

This evaluation will include both subjective and objective measures that quantify user experience

and the characteristics of the provided demonstrations.

3.3.5.1 Objective Demonstration Evaluation

In order to differentiate between the three interaction mode conditions, the following objective

demonstration metrics will be used to determine demonstration quality:

Demonstration Trajectory Mean Warping Distance: Each user’s set of demonstra-

tions will be used to calculate a mean warping distance. The set of demonstration trajectories will

undergo a Gaussian Mean Regression (GMR) methodology to generate a representative trajectory

of the set [40, 29, 3]. This trajectory will serve as the candidate trajectory for the Dynamic Time

Warping distance measure, which will be used to calculate the mean and variance of the set of

trajectories warped against the GMR-produced candidate.

Physical Robot-Feasibility Percentage: Each user’s set of demonstrations will be used

to test for robot execution feasibility. This will be a percentage. Kinesthetic demonstrations will

likely have a 100% success rate given that demonstration trajectories are intrinsically feasible in

the modality.

Task Execution Feasibility Percentage: The last objective measure will test for a

demonstration trajectories ability to successfully complete the task when executed on a physical

agent.
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3.3.5.2 Subjective Evaluation

In addition to the above objective measures, an array of subjective measures will be used to

ensure that the demonstration trajectories are of appropriate quality according to robotics experts

and to assess the usability of, trust/confidence of, and preference for the varying demonstration

modalities.

Expert Demonstration Analysis: Each user’s set of demonstrations will be analyzed

by 3 non-study affiliated robotics experts and ranked on a scale of 1 to 10 on their belief that the

trajectory is a proper demonstration for the task.

User Questionnaires: As mentioned in the experiment procedure, each user will conduct

a post-task and post-experiment survey. The post-experiment survey will conduct a System Us-

ability Score (SUS) assessment [23] and a trust/confidence assessment [88], and an explainability

assessment using Likert scale questions to assess the value of visualizations. The post-task survey

will use the NASA Task Load Index assessment [54] and a reduced trust/confidence using Likert

scales [88].



Chapter 4

Combining Constrained Motion Planning and Learning from Demonstration

Chapter’s 2 and 3 outline novel methods and systems for generating context-rich Learning

from Demonstration models through the use of task-space constraints. For end-to-end success, these

models must rely on automated motion planning algorithms for execution. Given that CC-LfD,

ARC-LfD, and ARPOC-LfD all utilize constraints in some form, the underlying motion planning

algorithms must produce executable trajectories (either of states or controls) that respect these

constraints. As such, constrained motion planning methods generate solutions to planning prob-

lems that demand robotic agents adhere to specified behavioral restrictions. These methods rely on

the ability to produce constrained points for use in traditional sampling-based motion planning al-

gorithms, but this process is generally more computationally costly than unconstrained approaches.

Traditionally, constrained motion planning problems require adherence to a single set of con-

straints from start to finish. However, in the case of CC-LfD models in which users can define

varying constraints over a skill, a more complicated planning problem arises because the solution

trajectory must comply with multiple changing sets of constraints. As constraints define implicit

manifolds within the planning space of the agent, solutions to these problems must traverse sequen-

tially intersecting manifolds. This is known as a Sequential Manifold Planning Problem (SMPP).

The choice of which manifold intersection points to traverse within a solution plays a critical role

in solving SMPPs, as a particular intersection point may not connect to an intersection at a sub-

sequent constraint transition, preventing motion planners from finding solutions in a reasonable

or even finite time. This chapter outlines how the CC-LfD model intrinsically defines an SMPP
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and contributes an algorithm for Intersection Point Dependence Relaxation (IPD-Relaxation) that

utilizes distributions extracted from this model that denote changes in constraints. These distri-

butions supply candidate points for an optimization process to produce correct intersection points,

solving SMPPs with much greater efficiency than uninformed approaches. See Figure 4.1 for an

overview how where IPD-Relaxation fits into the general LfD pipeline.

Demonstration

Encoding

Execution

Plan Learning

Cost/Reward
Learning

Policy Learning

Kinesthetic Teleoperation Observation

Motion Plans Task Plans

ARC-LfD

CC-LfD

IPD-Relaxation

Optimization 

ARTC-LfD

Figure 4.1: Referring back to Figure 1.1, the IPD-Relaxation algorithm combines motion plan-
ning methods with point-based optimization to generate more efficient solutions for Sequential
Manifold Planning problems in order to generate constrained execution for LfD models.

4.1 Constrained Motion Planning Preliminaries

This section provides the necessary background for constrained motion planning, sequential

manifold planning problems, and how CC-LfD models both define and help solve such problems.

4.1.1 Sampling-based Motion Planning

Motion planning algorithms solve the fundamental problem of producing fluid and feasible

movement of a physical agent between arrangements. For robotic manipulators, motion planning

methods supply states (or controls) that serves as a path to move the manipulator from one config-

uration to another. Often the representation of robot configuration is through the lens of topology,
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where a robot’s configuration is represented by a point on a manifold. For example, a two-degree-

of-freedom robot manipulator arm’s configuration (without joint limits) can be represented as a

point on the surface of a torus (see Figure 4.2).

Figure 4.2: The joint configuration space of a 2-DOF arm is represented by a torus,
which is the resulting manifold surface of the product topology of two circles. Each
circle represents the angle of each of the robot’s two joints, respectively, as seen by the
degree markers in the figure. A point on the surface concurrently represents both joint
angles. The figure is taken from [91].

Paths provided by motion planning algorithms are essentially paths along the surface of the

manifold representative of the robot’s configuration space [84]. When the robot is free to move

without any restrictions (self-collision or otherwise) linear interpolation often serves as a conve-

nient motion planning method. However, the introduction of self-collision, collision objects, joint

limits, and other motion restrictions reduce the configuration space of a robot in a way that chal-

lenges simplistic motion planning algorithms. The representation of these considerations on the

manifold surface is rarely explicitly defined, and thus finding feasible motion plans becomes chal-

lenging. Configuration space graph discretization and potential field methods [84] accommodate

such restrictions to a point, but struggle in higher-dimensional configuration spaces. Stochastic

sampling-based motion planning algorithms like Rapidly-Exploring Random Trees (RRT) [85] and

Probabilistic Roadmaps (PRMs) [68] serve as basis methods for an abundance of successful mo-



74

tion planning algorithms that accommodate these considerations in high-dimensional configuration

spaces. These methods achieve an approximate coverage of the manifold surface through random

sampling of configuration points. Paths between sampled points are tested for feasibility (usually

through local linear interpolation and collision/state validity checking) and then stitched together

to generate a feasible solution path. Oftentimes this stitching is accomplished through splining

methods for creating smooth and low-jerk trajectories [83].

4.1.2 Constrained Motion Planning

One challenging twist to these algorithms is when paths are confined by task-specific behav-

ioral restrictions or constraints. As an example, a robot manipulator might be required to maintain

a certain orientation during its motion. Such motion planning problems restrict the configuration

space X to the set points where each point q in the set is compliant with a set of constraints C:

Xc = {q ∈ X : C(q) = 0} (4.1)

It would appear that such constraints can be sampled directly within configuration space,

but as such constraints are often defined and evaluated for validity in task-space, the constrained

configuration space Xc may be explicitly undefined. Thus Xc is only defined implicitly by the task-

space constraint definition (orientation, position, etc,.). For example, a constraint might require a

robot to maintain contact to a task-space object. This could potentially restrict one or more of the

dimensions of a robot’s configuration to a restricted or singular set of values, effectively reducing

the dimensionality of the planning space relative to X. If these values are not explicitly known

a priori, the probability of sampling a constraint feasible configuration space point is effectively

zero. To overcome this challenge, there are a number of approaches that draw from notions of

gradient-descent optimization and notions of topological definitions of manifold surfaces.
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4.1.2.1 Constraint Definitions

It should be noted that throughout this document the constraints employed are scleronomic

(i.e. time-invariant) holonomic constraints, that is, for the state of the robot q = {q1, q2, . . . , qi},

one can write the constraints of the form:

c(q1, q2, . . . qi, t) = 0, (4.2)

that is, the constraints are a function of the state variables and may be expressed as an equality.

Equation (4.2) implies that a sufficient condition for holonomicity is that the equation has an

exact differential form. Constraints that cannot be expressed as above are known as non-holonomic

constraints, often referred to as non-integrable constraints. For efficiency, this dissertation affords

the constraint equality a tolerance which relaxes the equation to an inequality constraint. This

creates what are known as volume-swept constraints [75], but, given a small enough tolerance, is a

close approximation for the holonomic constraints defined above [135, 17].

4.1.2.2 Orthogonal Sampling

An important point about constrained motion planning methods is that the generation or

sampling of constrained points is orthogonal to traditional sampling-based algorithms. If con-

strained points for a given problem are producible, then all traditional sampling-based motion

planning algorithms become feasible [76]. In other words, the sampling of constraint-compliant

points becomes independent of the planning algorithm. This enables the use of RRT-like and

PRM-like motion planning algorithms without significant alterations to their standard implemen-

tation.

4.1.2.3 Point-projection Methods

To retain the benefit of sampling-based methods, the majority of constrained motion planning

methods rely on the ability to produce constraint-compliant configuration points. As mentioned
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above, it is not usually possible to directly sample such points in configuration space. However,

constraints can usually be explicitly represented in the task space of the robot (also called end-

effector space) [17]. While constraint-compliant points can be generated by sampling in this space

and performing inverse kinematics, one cannot provably show such an approach sufficiently covers

the feasible planning space to guarantee probabilistic completeness for sampling-based planners

[17]. Through an iterative process as shown in Figure 4.3 we generate an error signal in this space

that we map into configuration space. This mapped signal is used to push a configuration point

toward constraint compliance. In other words, we can project a randomly sampled configuration q

onto the implicit constraint manifold embedded in the configuration space.

Figure 4.3: The iterative approach to projecting a configuration point q onto an
implicitly defined constraint manifold embedded in configuration space. Portions
of this figure were taken from [18]

The process is as follows according to Figure 4.3. A randomly sampled configuration space

point q is mapped to task space using the current Jacobian of that point. A ‘distance-to-constraint’,

∆x, is produced in task space. This is the error signal mentioned above. For an orientation

constraint, this distance could be the axis-angle differentials. For a positional constraint, this

could be the Euclidean distance of the end-effector to the ideal constrained position. This distance
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is mapped back to configuration space using the pseudoinverse of the Jacobian, which creates a

configuration space error ∆qerror. This error signal is used to update the current configuration q

towards the constraint manifold. This approach is a type of approximated gradient-descent, which

is also known as a First Order Retraction [135] in the spirit of manifold retraction methods.

4.1.2.4 Manifold Theory Methods

Nearly all constrained motion planning techniques that rely upon sampling-based methods

utilize the above projection method in one way or another to produce constraint-compliant points.

Even more advanced methods that employ neural network architectures still rely on this method

of projection to produce training data or provide corrective adjustment to points generated from

such architectures [114]. As such, there are some methods that attempt to take advantage of the

definition of a manifold to help improve the efficiency of producing constraint-compliant points for

planning.

Figure 4.4: A collection of charts that approximate a sphere. As the
number of charts increases, the approximation error decreases. Image
taken from [64]

Some constrained motion planning methods leverage concepts from the atlas-based descrip-

tion of a manifold. Using the idea of navigational atlases and charts, we can use the surface of the
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earth as an analogous example. If the surface of the earth is our manifold surface, we can think

of defining the surface as a collection of charts that form an atlas. Informally, a manifold is a

topological space that is locally Euclidean. In navigational terms, each chart represents a patch of

the surface of the earth that is represented as locally Euclidean. In other words, we have mapped

a curved surface section of the earth to a Euclidean representation that is a navigational chart.

See Figure 4.4 for a visualization of this representation on a sphere. The collection of all charts

(individual patches in Figure 4.4) constitutes the atlas of the earth/sphere. It is this atlas that

defines the ‘earth’ manifold. The key addition to this analogy is that we must have the means to

transition from one chart to another. In more formal terms, this means we need to have a smooth

transition function from one overlapping region of a chart to its neighbor.

Figure 4.5: A simplified visual to aide with the concept of the
Atlas-Chart definition of a manifold.

Figure 4.5 provides a visualization of this concept. Given some manifold X, we choose

two approximately close points and a local neighborhood around each point Uα and Uβ. Each

of these neighborhoods is homeomorphic to Euclidean space via the mappings φα : Uα → Rn
α

and φβ : Uβ → Rn
β . The transition functions τα,β and τβ,α map the coordinate system of one
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chart to another for the corresponding overlapping regions. The nature of these mapping functions

(differentiability, etc,.) bring added structure to the definition of a manifold. An atlas is therefore

a collection of these homeomorphic mappings and transition functions according to an indexing

family I defined as {(Uα, φα) : α ∈ I}. And it is the union of these charts that defines a manifold

X =
⋃

α∈I Uα.

From the perspective of constrained motion planning, the notion of a manifold being locally

homeomorphic to a Euclidean space can be leveraged to avoid constant projection sampling as

outlined in the previous section. Ultimately methods like AtlasRRT [64], Tangent-bundle RRT

[71], tangent-space RRT [136], and others assume that the tangent-space of a point known to be on

the manifold can serve as an approximation of the locally Euclidean space that the neighborhood

around that point maps according to some implicit chart. These methods sample within tangent

space up to some distance away from the central point, avoiding the costly projection step. The

assumption is that any point close to this central point within the tangent space will be nearly

on-manifold and can be used to adhere to the constraints represented by the manifold.

4.1.2.5 Task Space Regions: A Framework for Constraint Representation

In order to facilitate the convenient implementation of sampling constrained points using the

above projection method, this dissertation employs the framework of Berenson et al. called Task

Space Regions [17], a representative framework that extends the work of [135]. This framework

represents constraints as a sequence of virtual transformations from the end-effector to an object

or for a target position, orientation, or pose for the end-effector. Figure 4.6 provides an overview

of the sequence of transformations used to represent a basic task-space constraint that desires

to keep an object (i.e. the red soda can) in a specific orientation. To provide a mechanism for

generating the ∆x, this framework utilizes a bounds matrix B that provides threshold ‘distances’

or error along each dimension (e.g. X, Y, Z, R, P, Y) of the current end-effector to the desired pose

constraint. These errors are used to then create a vector of errors, the norm of which becomes the

norm distance or ∆x for use in the Jacobian projection method.
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Figure 4.6: An example visualization taken from the Task Space Region frame-
work of [17]. It outlines a series of transformations that collectively represent a
task-space constraint. The first transformation (T 0

s ) moves from the global origin
0 to the current end-effector pose s. The second ((T e

w)
−1) moves the the end-

effector e to the virtual grasp pose w. The last transform (Tw
s′
) moves from the

current pose to the object s
′
to the pose-target of interest w. This last trans-

formation provides an easy mechanism to calculate a ∆x distance for use in the
Jacobian projection method (e.g. dw).

4.1.3 Biased Sampling in Motion Planning

One of the conditions for sampling-based motion planning algorithms to achieve probabilistic

completeness is their stochastic sampling characteristics, usually through uniform random sampling

of the planning space [137, 78, 86, 67, 18, 17, 63, 84]. However, a drawback of uniform sampling

is the wasted effort of sampling points that do not contribute to a solution. And in the case of

constrained motion planning, this adds additional unnecessary computation during the projection

process mentioned previously. An approach to overcome this issue is to bias sampling such that it

produces a population of points whose distribution more closely covers an expected solution space

(with a fraction uniform to retain probabilistic completeness) [63, 19, 149, 141, 70, 5, 30, 21]. For

example, narrow corridor problems that usually challenge uniform sampling approaches might see
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a benefit if the sampling bias is within the corridor.

4.1.4 Sequential Manifold Planning Problems

All of the constrained motion planning techniques introduced above traditionally focus on

a single set of constraints during planning. A more challenging problem arises when a solution

trajectory must adhere to changing constraint requirements. Constrained motion planning requires

a trajectory to traverse along the surface of an unknown manifold in the agent’s configuration

space that represents constraint-valid configurations. With changing constraint requirements, the

trajectory must traverse a sequence of these intersecting constraint manifolds (see Figure 4.7),

avoiding pitfalls such as manifold intersections that result in infeasible planning. This is called a

Sequential Manifold Planning Problem (SMPP).

While constrained motion planning algorithms produce feasible trajectories over a single set

of constraints, many real-world problems require planning over multiple changing constraint sets or

conditions. Task and motion planning (TAMP) methods treat such planning problems as solving

for connected sequences of subtasks each differentiated by varying modes defined by environmental

conditions [50, 55, 144, 44, 66, 39, 73, 38]. This is also referred to as multimodal planning. The

combined solutions to the sequence of subtasks create a solution to the global task or motion

planning problem.

In most TAMP/multimodal methods, switching between subtasks/modes occurs under spe-

cific conditions, such as contact events or precise change points in the task. In other words, points

chosen as the boundary/transition between modes are usually single points associated with condi-

tions accounting for a change in constraints, agent behavior, or in the environment. For example,

in Englert et al. [44] intersection points are chosen as discrete contact events such as picking up

an object. Work by Kingston et al. presupposes that many planning problems are inherently dis-

crete in nature [77, 74]. However, these approaches do not adequately handle conditions where

constraints change independently (perhaps at a user’s discretion) of environment events or agent

behavior.
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Figure 4.7: A simplified visual to aid with the concept of Sequential Manifold
Planning. A solution path is visible as a line that traces the surface of three
‘manifolds’. In this case, the manifolds are simple mathematical curves (parabolic
and cylindrical). Pink points represent manifold intersections and they act as
anchoring points for motion planners to plan along one manifold, then the next,
and so forth. Generally, constraint manifolds in configuration space cannot be
explicitly defined as such. Produced by software associated with [44].

4.1.4.1 How CC-LfD Models Define SMPPs

The CC-LfD algorithm introduced in Chapter 2 enables users to define a multimodal planning

problem at their discretion. A solution trajectory must traverse a sequence of intersecting constraint

manifolds (as specified by the user), each representing a unique set of constraints. In order to

produce this trajectory, points on the intersections of adjacent overlapping manifolds must be

chosen such that the next intersection point is reachable. This problem is a generalized version of

the Sequential Manifold Planning problem (SMPP) introduces above. A CC-LfD-defined SMPP

is uniquely challenging because planning for discrete changes in constraints no longer relies on

obvious change point events as expected in other approaches [44]. Herein lies a main contribution
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of this work: namely, that CC-LfD defines the SMPP and provides the means to generate solutions

efficiently through a more general intersection point choice selection approach.

Borrowing the definition from Englert et al. sans notions of path optimality [44], an SMPP

is formulated as:

τ = (τ1, . . . , τn)

s.t.

τ1(0) = qstart

τi(1) = τi+1(0) ∀i=1,...,n−1

Cfree,i+1 = Υ(Cfree,i, τi(1)) ∀i=1,...,n

τi(s) ∈ CMi ∩ Cfree,i ∀i=1,...,n ∀s∈[0,1],

(4.3)

where τ is a sequence of paths that traverses through free configuration space and along the geodesic

paths of sequential intersecting manifold surfaces. The second constraint ensures that the ending

point of one path is the start point of the subsequent path. These points are referred to as steering

points or intersection points. The third constraint implies that each segment is associated with its

own collision-free space. The fourth ensures the path is both collision-free and on the manifold

surface. In other words, it is constraint-complaint for manifold CMi .

4.1.4.2 Intersection Point Dependence/Independence

The use of these intersection points is key to a global solution to an SMPP. SMPPs are solved

by performing sequential constrained motion planning steps for each manifold. The intersection

points serve as anchors within overlapping constraint manifolds. These points act as the start

and end points for constrained motion planning on each manifold stringing together individual

solution trajectories into a global solution trajectory. The major challenge presented by this solution

characterization is in choosing the correct intersection points that enable feasible planning.

Due to configuration space discontinuities/singularities the constraint manifold that must

be planned on may be either disjoint or foliated [44, 73, 96, 72]. A foliation of a manifold M is



84

Start
Point

Foliated or Disjoint
Constraint Manifold

Intersection Dependent
Points

Potential Intersection
Points

Intersection point
choice will affect future

planning success

Start
Point

Intersection Independent Points

Intersection Point Independence

Intersection Point Dependence

Figure 4.8: Top: simplified sequential manifold planning problem (SMPP) with in-
tersection point independence. Bottom: outline of intersection point dependent SMPP.

the decomposition of that manifold into submanifolds or leaves Li that do not intersect. In other

words, M =
⋂N

i=1 Li where Ln∩Lm = {};m ̸= n. Such manifolds might arise due to collision object

occlusion of the manifold or particular grasp poses needed to achieve an orientation-constrained

behavior. A prior or subsequent manifold might only intersect with N−1 of these leaves or disjoint

sets, with the correct intersection choice unknown.

Solving an SMPP depends on reaching an intersection of the current and subsequent manifold

for each constraint manifold in the sequence. However, there is no guarantee that a path within

a chosen leaf can feasibly reach the intersection of the subsequent manifold (if it intersects at all).
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This introduces the concept of Intersection Point Dependence (IPD) as outlined in [44]. As seen in

the bottom half of Figure 4.8, the choice of the intersection p ∈M1 ∩M2 will affect the success of

the planner reaching the set of points p ∈M2 ∩M3. Only the bottom intersection region provides

intersection points in M1 ∩M2 that successfully enable planning to the set of points in M2 ∩M3.

This is in contrast to an Intersection Point Independent (IPI) SMPP exemplified in the top half of

Figure 4.8 for which the choice of intersection point has no bearing on the success of the problem

so long as they meet the constraint criteria of the manifold overlap.

We propose that learned models from human demonstrations of approximate solutions to

the planning problem provide enough information to relax an intersection point dependent (IPD)

SMPP to an intersection point independent (IPI) SMPP. This information directs the appropriate

choice of intersection points through an optimization process called Omega Optimization and also

utilizes sampling biasing such that the planner efficiently produces a feasible solution. We refer to

this process as Intersection Point Dependence Relaxation or IPD-Relaxation.

4.2 Intersection Point Dependence Relaxation

This section describes the last major contribution of this dissertation by outlining how Con-

cept Constrained Learning from Demonstration (LfD) defines an SMPP. This section also describes

how the resulting learned models can be used to obtain a set of distributions to efficiently solve

an SMPP by guiding the selection of intermediate constraint manifold intersection points. Our

contributions are as follows:

• A method for combining learned models from demonstration data with constrained motion

planning methods to both define and efficiently solve SMPPs through a novel process called

Intersection Point Dependence Relaxation.

• A quantitative evaluation showing how learned distributions result in a substantial increase

in sampling efficiency for constrained motion planners that utilize Jacobian projection-

based methods for producing on-manifold samples, supporting the above contribution by
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increasing planning efficiency in scenarios that utilize human demonstration data.

4.2.1 Information Needed to Solve SMPPs

4.2.2 ρ-usefulness and the Ω-set

In order for LfD models to facilitate IPD-Relaxation, the model needs to provide information

as to which intersection points will ultimately result in a feasible solution. To characterize this

information, we borrow from the definition of δ-usefulness in Rakita et al. [117] to define ρ-useful

points as the following: Qρ = {q ∈ CMi ∩ Cfree,i; d(q, τi) ≤ ρ}. The set of ρ-useful points Qp are

distance at most ρ from a solution path, τi, for a planning problem given a planning space CMi ∩

Cfree,i for the ith constraint set/planning segment. This precise distance is generally unknown,

but it captures an approximate region of the planning space within which feasible solutions lie.

In the case of SMPPs, ρ-useful points will be those that are a distance at most ρ away from an

IPD-Relaxed solution path. Our approach uses a distribution D learned from demonstration data

to bias the sampling such that the P (q ∈ Qρ;x ∼ D) >> P (x ∈ Qρ;x ∼ Qfree). In other words,

the probability that a point drawn from the learned distribution D is in the Qρ set is much greater

than if the point were drawn uniformly from free configuration space Qfree.

User demonstration data also needs to supply the planner with a means to select the correct

intersection point in a foliation leaf or disjoint constraint manifold intersection such that contin-

ued planning will feasibly reach the next manifold intersection. We define Ω-points as the set of

points on intersections of sequentially adjacent manifolds that enable a feasible planning problem

solution. The presumption is that demonstration data will either directly provide such points, or

that demonstration data will inform the selection of such points. In a similar vein, demonstration

data can also inform where a planner should move from free configuration space onto an implicit

constraint manifold, as the choice without any guidance can otherwise be arbitrary.

To generate Ω-points, we introduce Omega Optimization: a novel intersection point gen-

eration technique that utilizes a problem domain-specific multiobjective optimization program to
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generate intersection points that are optimized for constraint manifold intersection compliance and

that minimizes the distance away from the corresponding constraint transition keyframe distri-

bution. This process increases the likelihood that the generated intersection points are within

the ρ-useful set and Omega set, conditions necessary for IPD-Relaxation. To empirically assess

the performance improvements of this approach, we compare intersection point generation mech-

anisms (line 10 in Algorithm 1) using domain-specific omega optimization (OO), keyframe-naive

constraint-only optimization (CO), and direct keyframe distribution sampling (KF). See section

4.3.1 for more details about these conditions.

4.2.3 IPD-Relaxation Formulation

Extending the SMPP formulation of [44], this paper defines an IPD-Relaxed Sequential Man-

ifold Planning Problem in Equation 4.4, adopting C∗ as a subset of the configuration space defined

by some criteria ∗. τ is a sequence of paths that traverses through free configuration space and

along geodesic paths over sequential intersecting manifold surfaces. Constraint 1 ensures that a

point Si+1
i that is an ending point of one path is the start point of the subsequent path. In other

words, Si+1
i is an intersection point. Constraint 2 dictates that this point is within the Ωi+i

i set

of Mi ∩Mi+1. The Ωi+i
i set is defined as the set of all configuration points lying on the inter-

section of the current manifold Mi intersecting with the subsequent manifold, specifically within

the foliation/subset M l∗
i+1 (with l∗ unknown) that enables planning feasibility. The Ωi+i

i set will

inherently be a local subset of the ρ-useful set as indicated by Constraint 3. Constraint 4 implies

that each segment is associated with its own collision-free space. Constraint 5 ensures the path

is both collision-free and on the manifold surface. In other words, it is constraint complaint for

manifold Mi.



88

τ = (τ1, . . . , τn)

s.t.

1) Si+1
i = τi(1) = τi+1(0) ∀i=1,...,n−1

2) Si+1
i ∈ Ωi+i

i = {q; CMi ∩ CM l∗
i+1
} ∀i=1,...,n−1

3) Ωi+i
i ⊂ {q ∈ CMi ∩ Cfree,i; d(q, τi) ≤ ρ} ∀i=1,...,n−1

4) Cfree,i+1 = Υ(Cfree,i, S
i+1
i ) ∀i=1,...,n−1

5) τi(s) ∈ CMi ∩ Cfree,i ∀i=1,...,n

∀s∈[0,1]

(4.4)

4.2.4 Constrained-LfD Keyframe Distribution Taxonomy

Constrained-LfD model distributions can be characterized as one of two types [98]:

(1) Constraint Transition Keyframe Distributions: Learned distributions from trajectory data

at constraint set transitions, used to find productive constraint manifold intersections.

(2) Intermediate Trajectory Distributions: Learned distributions from trajectory data between

constraint transition keyframes, used to bias constrained sampling-based motion planners

to adhere to demonstration style.

An intermediate trajectory distribution exists for each segment of the SMPP between constraint-

set manifold transitions. This distribution acts as a biasing distribution for the sampling of points

that are then projected onto the segment’s constraint manifold. The constraint transition keyframe

distributions also provide candidate points that are used in a multi-objective optimization process

that generates constraint-compliant intersection points as visualized in Figure 4.9. As such we

hypothesize the following:

(1) Candidate points sampled from constraint transition keyframes will optimize consistently

into Ω-points using Omega Optimization, achieving IPD-Relaxation. (Figure 4.9, top).
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Figure 4.9: Top: Constraint transition keyframes (multicolored) supply
candidate points that are made constraint-compliant through Omega Opti-
mization. Bottom: Intermediate trajectory keyframes (uniform color) and
their distributions help to bias sampling during planning.

(2) Sampling biasing using intermediate trajectory distributions will boost planning efficiency

by sampling points likelier to be from the ρ-useful see (Figure 4.9, bottom).

4.2.5 The IPD-Relaxation Algorithm

Algorithm 4 outlines the process by which a planning model consisting of a series of constraint-

annotated keyframes (e.g., [98]) can achieve IPD-Relaxation. A constrained keyframe model K is

passed as an input. It initializes a planning graph, Gp, that serves as the basis for generating a

sequence of connected plans that solve the IPD-Relaxed SMPP. The keyframe model K is traversed

sequentially in reverse order over the constraint transition keyframes (lines 2-3), ignoring the inter-
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Algorithm 4: IPD-Relaxation

Input: K ; // Planning Keyframe Sequence

Output: Gp ; // IPD Relaxed SMPP

1 upcomingC = K[−1].C;
2 for k in K.reversed() do
3 if isConstrained(k) then
4 while ! valid do
5 s← sampleKeyframePoint(k.D);
6 combinedC = set(upcomingC + k.C);
7 if constraintValid(s, combinedC) then
8 break;
9 end

10 o, valid← omegaOptimize(s, combinedC, k.D);

11 end
12 upcomingC = K.C;
13 Gp.addNode(o, k.C)

14 end

15 end
16 return Gp

mediate keyframes used for constraint continuation and consistency when generating intermediate

waypoints.

The motive behind reverse traversal is twofold: 1) To allow the combination of current

keyframe constraints with the upcoming constraints (line 6) to ensure generated intersection points

are valid for constraint overlap, and 2) To enable information from future portions of the LfD model

solution to guide the choice of intersection points such as leaves of foliation classifiers [72].

From each constraint transition keyframe k ∈ K a candidate intersection point s is drawn from

the distribution k.D (line 5), which is passed to the omegaOptimize function (line 10) that performs

Omega Optimization. The formulation of the optimization program can be problem-specific so long

as it integrates these candidate points and biasing terms in the objective to steer the process to

converging onto the Ω-set. If the optimization call converges successfully, the resulting point is

then passed into internal state and constraint validity functions within omegaOptimize. Some

evaluation conditions either directly use this sampled point without optimization, or the optimized

candidate point is instead drawn uniformly from the agent’s configuration space. This optimized
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Algorithm 5: omegaOptimize

Input: s, C
Output: o omegaV alid

1 o← domainSepcificOptimizzation(w, c);
2 omegaV alid← omegaTest(o, C);
3 return o, omegaValid

intersection point o and the associated constraints k.C are added as a new node to the planning

graph Gp (line 13). Once all intersection points are collected, a constrained motion planner (e.g.,

CBiRRT2 [17]) plans trajectory segments using Gp to create a global solution trajectory given start

and end points added to Gp externally.

4.3 Evaluation

4.3.1 Evaluation Domains

We chose three representative domains to characterize and demonstrate the benefits afforded

by our proposed methods to improve sampling efficiency and to achieve planning feasibility through

IPD-Relaxation for SMPP-constrained motion planning tasks through the use of keyframe LfD

models.

• Domain I - Constraint Demonstration for Biasing : Domain I shows how distributions

learned from user-supplied examples of constrained robot configurations, independent of a

particular task, increase the sampling efficiency of constraint-compliant points. This is to

support the justification for using intermediate trajectory distributions (see Figure 4.9) to

speed up planning for SMPP problems. In this domain, learned distributions from user

demonstration data of a single constraint are used to bias projection sampling.

• Domain II - 2D Navigation with Explicit Constraints: Domain II provides a minimal en-

vironment with an explicitly designed and easily visualized Intersection Point dependency.

This domain involves planning a path over the 2D plane for a 3-DOF (XY-position and

orientation) holonomic agent with line-tracking constraints (see Figure 4.10).
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• Domain III - Simulated Manipulator with Implicit Manifold Constraints: Domain III pro-

vides a scenario with an induced Intersection Point dependency in order to show the ben-

efits of IPD-Relaxation in a realistic planning environment. This domain uses a 7-DOF

manipulator arm with constraints that define implicit manifolds (see Figure 4.11).

4.3.2 Metrics

Table 4.1 outlines the metrics used for each domain. For evaluation Domain I, the metric

of sampling time shows how biasing affects planning efficiency, as sampling points on constraint

manifolds is the dominant source of computational overhead in constrained motion planning. For

Domains II and III, we follow prior work by [44] in using metrics for Path Length, Success %,

and planning time. We developed the final two metrics, adherence to function and adherence to

style (A2F/A2S), to assess effectiveness in capturing or preserving aspects of the human-provided

signal while still realizing benefits of flexibility and capability provided by probabilistically complete

motion planning techniques, as this paper represents a novel fusion of LfD with Sequential Manifold

Planning.

Table 4.1: Description of Metrics for each Evaluation Domain
Metric Abbreviation Description Domain

Sampling Time n/a Time (seconds) to sample 1000 constrained points 1

Success % Success % % successful planning trials 2, 3

Path Length PL Euclidean path length (Domain 2: pixels, Domain 3: me-
ters)

2, 3

Adherence to Style A2S Dynamic Time Warping (DTW) distance in task space
to ‘gold’ demonstration

2, 3

Adherence to Func-
tion

A2F % of planned trajectory constraint-compliant (no toler-
ance allowed)

2, 3

Planning Time PT Time (seconds) needed to for successful plan 2, 3

4.3.3 Experimental Conditions to Evaluate IPD-Relaxation

The following conditions are utilized to validate the IPD-Relaxation algorithm:

(1) Biased Sampling vs. Uniform Sampling: Biased sampling from intermediate trajectory

distributions vs. uniform sampling from configuration space for the CBiRRT2 planner.
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(Domains II and III)

(2) Collision Object: Introduces a collision object that occludes the most common region

demonstrated by users, creating a ‘narrow corridor’ condition as in Figure 4.11. (Domain

III)

(3) Intersection Point Generation Mechanism - Intersection points for use in planning will be

generated by different means (i.e. the term ‘o’ in line 10, Algorithm 4). (Domains II and

III)

4.3.4 Intersection Point Generation Mechanism Details

The intersection point generation mechanism condition provides the most significant differ-

entiation in validating Omega Optimization and the IPD-Relax algorithm. As such, the three-

generation methods are outlined below:

(1) Constraint-only Optimization (CO): The intersection point will be generated by optimizing

for constraint intersection compliance, ignoring any guidance from the keyframe model.

This is akin to a näıve search mechanism and uses a uniformly random sampled seed point

as a start for the optimization.

(2) Keyframe-Only (KF): Utilize points directly sampled from the constraint transition keyframe

distributions as the intersection points.

(3) Omega Optimization (OO): Combining both CO and KF conditions, the OO generation

mechanism utilizes candidate points derived from constraint transition keyframe distri-

butions for a multiobjective optimization program that maximizes constraint intersection

compliance and minimizes the distance from the keyframe distribution. This condition

does not guarantee that the point produced by optimization convergence is in the Omega

set. However, results presented in section 6 empirically bear out the utility of the IPD-

Relaxation algorithm, indicating that it efficiently chooses Omega set intersection points
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even in the absence of a theoretical completeness guarantee.

Depending on the chosen sampling mechanism, intersection points generated during IPD-

Relaxation could be off-manifold and beyond the constraint-compliance tolerance allowed by the

CBiRRT2 planner. To level the playing field and provide a maximally fair basis for comparison,

these points are injected into the tree with a relaxed ϵ tolerance to avoid simply failing to find a

path entirely. This will be reflected in the Adherence to Function metric (see Table 4.1) as portions

of the plan that reach these off-manifold points will not adhere to the constraints for portions of

the planned segment.

4.3.4.1 Implementation Details

All evaluations were executed on an AMD Ryzen 9 5950X 16-Core Processor with 32 GB of

RAM. All implementations use the Python programming language except where noted below.

• Domain II uses a simplified constrained RRT planner with the following parameters: ϵ-

tolerance: 50; extension distance: 10; max planning time; 60 seconds.

• Domain III uses the CBiRRT2 planner [17] with the following parameters: ϵ-tolerance:

0.15; q-step: 0.35; smoothing time: 5 seconds. For global planning: Omega Optimization

tolerance: 0.075; max SMPP segment planning time: 30 seconds. Omega Optimization

tolerance is the allowed off-manifold error of the produced intersection point.

• In both domains, a bandwidth of 0.15 for Kernel Density Estimation (KDE) was used to

fit keyframes and intermediate trajectory data. These parameters balance performance

against time efficiency and were consistent across all conditions.
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4.4 Evaluation Experiments

4.4.1 Domain I - Constraint Demonstration for Biasing

In this evaluation domain, three robotics experts demonstrate two different constraints on

a Rethink Robotics Sawyer 7-DOF arm. These demonstrations are independent of any particular

task and instead, users are asked to kinesthetically demonstrate constrained configurations (see

inset images of Figure 4.12). The first constraint is an orientation constraint (e.g. holding a cup

in an upright position). The second constraint is a line tracing constraint (e.g. glue application)

restricting both orientation and position against a surface. The data from these demonstrations

serve to fit KDE distributions. These distributions in turn produce candidate samples which are

input into the projection operator outlined in Section 4.1.2.3. In order to evaluate efficiency gains

in sampling, this evaluation utilizes varying ratios of unbiased (i.e. uniform) to biased (i.e. demon-

stration distribution biased) seed samples that are then fed into the Jacobian projection operator.

Results for this domain are presented in Figure 4.12.

4.4.2 Domain II - 2D Navigation with Explicit Constraints

For this domain, five users each provided at least three demonstrations on a holonomic 2D

agent navigating from a start point to a goal point, which were used to train a CC-LfD model.

The constraints are explicit constraints on the path and/or angle the agent must traverse. Two

of the constraints restrict the XY position of the agent (blue and red in Figure 4.10). The third

constraint (in green in Figure 4.10) restricts the XY position as well as the angle of the agent as it

must target the center of a black ‘X’ in the middle of the planning space. The agent must adhere to

the red, green, then blue constraints on its way to the goal. The task is an IPD SMPP because the

agent must choose the upper intersection between red and green constraints (Ω-set in Figure 4.10).

The lower red-green constraint intersection (lower red-green intersection in Figure 4.10) results in

planning failure.
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Figure 4.10: Experiment environment for Domain II. A holonomic agent (Kuka
YouBot using WeBots simulation environment) must move from the start point, onto
the red line-tracking constraint, onto the green line-tracking-and-targeting constraint,
and then onto the blue line-tracking constraint. The red-green intersection Ω-set is
the upper left red-green constraint intersection as those points are the only red-green
constraint intersection points that enable the agent to successfully reach the blue con-
straint and ultimately the goal point.

4.4.2.1 Omega Optimization: Non-linear Mixed Integer Multiobjective Program

In order to select the correct Ω-set point, the Omega Optimization used in the IPD-Relaxation

algorithm for this domain is a mixed-integer non-linear multiobjective program solved using the

GEKKO solver [16]. While the constraints in this particular domain (including those with disjoint

sets) can be explicitly solved for, choosing the optimal disjoint set depends on the set’s proximity

to a candidate point and we use a general optimization approach to maintain consistentcy with Ω-

point selection for more complicated implicit constraint manifold domains. The objective function

for this domain is outlined in Equation 4.5:
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min
q=(qx,qy ,qθ)

f(q) = w1 ∗A ∗ distIntersectionOne(q)

+ w2 ∗ (1−A) ∗ distIntersectionTwo(q)

+ w3 ∗ distToKeyframePoint(q, qkf )

s.t.

1) withinLimits(q)

2) A ∗ distIntersectionOne(q) ≤ ϵ

3) (1−A) ∗ distIntersectionTwo(q) ≤ ϵ

4) A ∈ {0, 1}

5) qθ = 360− arctan(
ty − qy
tx − qx

) ∗ 180/π

(4.5)

The binary integer component A (constraint 4) forces the optimizer to determine the inter-

section choice that best minimizes the cost function. The point q is initialized as qkf , the candidate

value that is generated according to the different conditions outlined in section 4.3.3. In conditions

in which keyframe points are not used, w3 is set to zero to effectively remove the keyframe-associated

terms from the cost function. Collision objects are not used in this setting as any collision object

that occludes any of the line constraints renders the planning problem infeasible. Constraints 2 and

3 dictate that the value chosen for the intersection point is within some ϵ tolerance. Constraint 5

ensures that the chosen value for the angle of the agent is the smallest value.

4.4.3 Evaluation Domain 3: Simulated Manipulator Arm with Implicit Manifold

Constraints

In this evaluation domain, five human users provided at least three kinesthetic demonstrations

of a pouring task (see Figure 4.11) on a ReThink Robotics Sawyer 7-DOF manipulator in order

to generate a CC-LfD model for each. The task utilized three constraints: 1) an orientation

constraint that requires the manipulator arm to hold a liquid vessel in its upright position to avoid

spilling; 2) a height-restricting constraint where the end-effector must maintain a certain distance
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and height constraints 
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Figure 4.11: Evaluation Domain III: Simulated robot manipulator executing a pour-
ing task in which three constraints must be adhered to in a sequential overlapping
manner indicating a Sequential Manifold Planning Problem (SMPP). The manipulator
must observe an upright orientation until pouring, maintain a height above the lower
collision object, and remain centered over the target once pouring.

above the workbench; 3) a positional constraint requiring the end-effector to remain centered over a

receptacle. While it’s not possible to explicitly verify whether this task is an SMPP with intersection

point dependency, the design has a permanent collision object close to the receptacle that generally

configures the end effector wrist at a joint limit, creating (with high probability) a disjoint manifold

intersection between the first and third constraint. It also utilizes an additional collision object

(upper blue collision object in Figure 4.11) to induce a narrow gap that the arm must pass through

to complete the task.

4.4.3.1 Omega Optimization: Non-linear Multiobjective Program

As this domain utilizes implicit manifold constraints, a more sophisticated optimization ap-

proach is used for Omega Optimization. This approach borrows from [118], utilizing the PANOC

optimization library for the Rust programming language [134]. In Equation 4.6 the cost function
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terms are each contained within a ‘groove loss’ function (‘GL()’) that combines linear and Gaus-

sian terms with the effect of generating much lower costs near the optimal value for the wrapped

function (see [118] for more details about this function and the standard parameters adopted by

this paper). This choice enables the easy integration of multiple terms into a multi-objective cost

function and enables the use of finite-differencing methods for generating approximate gradients

within the optimizer.

min
q

f(q) = w1 ∗GL(DistTSRPosition(q))

+ w2 ∗GL(DistTSRQuat(q))

+ w3 ∗GL(DistKFPosition(q, qkf ))

+ w4 ∗GL(DistKFQuat(q, qkf ))

(4.6)

The DistTSRPosition(q) and DistTSRQuat(q) terms utilize the distance conventions of

the Task Space Regions (TSRs) constraint framework introduced by [17] (see Figure 4.6). This

convention is used to easily define XYZ-position and Roll-Pitch-Yaw orientation constraints i.e.

task space constraints. We implement the distance for position and orientation separately to weigh

the terms individually in the cost function. DistKFPosition(q, qkf ) and DistKFQuat(q, qkf )

restrain the optimizer so that the converged value does not stray too far from the candidate sample

provided by the constraint transition keyframe distribution. These terms drive value in using

keyframe distributions as a heuristic for generating Ω-set compliant points. The assumption is

that finding an intersection point much closer to the distribution makes it much likelier to be in

the Ω-set. For experiment conditions that perform optimization but do not utilize keyframe data,

weights w3 and w4 are set to zero.
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(a) Domain I - Orientation (Upright) Constraint: Users provide task-
independent demonstrations of the cup in an upright orientation (see inset
image). Even a small amount of bias (20%) nearly halves required sampling
and projection time.

(b) Domain I - Glue Application Constraint: Users provide task-
independent demonstrations of the robot agent holding the glue bottle in
the correct orientation and height (see inset image). As this constraint is
more restrictive, sampling times are longer (capped at 1000 seconds).

Figure 4.12: Results for Domain I show the mean time (s) with σ (gray) against fractional-
biased sampling for sampling 1000 constraint-compliant points. Candidate samples are drawn
either uniformly or from a biasing distribution to seed the Jacobian projection operator in order
to produce constraint-compliant points. The greater the fraction of points that come from learned
distributions, the better the time efficiency of the sampling of constraint-compliant points.
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4.5 Results and Discussion

4.5.1 Domain I Results - Biased Sampling

As seen in Figures 4.12a and 4.12b, the utilization of distributions learned from user demon-

strations that adhere (even if approximately) to the desired constraints can substantially decrease

the sampling time needed to produce 1000 constraint-compliant points. This substantial drop

in sampling time exists even when 20% of the candidate points are drawn from a biased distri-

bution. As the distributions produce candidate points that are close to the implicit constraint

manifold, less computational effort is needed to push the candidate point onto the manifold surface

iteratively. Many constrained motion planning algorithms [17, 135, 113, 114, 64, 136] that use

the Jacobian projection to generate constrained points could benefit from using human-provided

demonstrations to bias sampling, realizing benefits that may persist even across dissimilar tasks

or environments. Likewise, biased sampling may be useful for planning problems requiring many

constraint-compliant points for training [113, 114] or for roadmap-based techniques that need broad

coverage of the planning space [76].

4.5.2 Domain II Results - 2D Navigation with Explicit Constraints

For Domain II, Table 4.2 indicates that the Omega Optimization (OO) intersection point

generation mechanism results in sequential manifold planning that performs best in most metrics

given the explicit constraints and intersection point dependency. However, there are some metrics

that show little difference given the simplicity of the domain’s environment.

Sampling Bias Condition: For this domain, sampling bias shows that utilizing intermediate

keyframe distributions decreases planning time for successful planning events.

Planning Success Metric: Planning Success in Domain 2 relies on keyframe candidate points

(KF & OO conditions). The CO conditions often choose the wrong intersection point, resulting

in planning failure (≤ 30% for CO conditions). Given the relaxation of off-manifold points (see

section 4.3.4), KF conditions see an inflated percentage given the simplicity of the domain and the
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Table 4.2: Metrics across 50 trials per 5 subjects for Domain 2.
Bold: best within intersection point gen. group (gray/white)

(KF=Keyframe-only, CO=Constraint-only Optimization, OO=Omega Optimization)
**Only includes successful trials.

Conditions Metrics
Sampling Intersection

Pt. Gen.
Success
%

PL (pixels)** A2S (DTW)** A2F (%)** PT (s)**

Biased
KF 100 13758.11 ± 1602.04 21957.74 ± 5643.12 91.0 ± 0.01 0.58 ± 1.81
CO 18.4 16223.32 ± 3928.009 50390.76 ± 34197.85 95.0 ± 0.02 2.05 ± 2.48
OO 100 13400.16 ± 1629.37 18242.04 ± 3855.13 93.3 ± 0.01 0.68 ± 0.09

Uniform
KF 100 14387.65 ± 1481.11 21938.00 ± 5254.53 94.2 ± 0.942 0.59 ± 1.40
CO 30 16682.55 ± 4107.92 82589.71 ± 51390.81 96.0 ± 0.01 5.67 ± 8.40
OO 100 13693.93 ± 1472.88 19794.15 ± 4003.43 96.2 ± 0.00 0.92 ± 1.84

fact that demonstrators often provided fairly optimal demonstrations. Keyframe distributions pro-

duced intersection points in the KF conditions that were fairly close to being manifold-intersection

constraint-compliant.

Path Length Metric: Across all conditions, Path Length values are highest (worst) in the

CO condition because this generation mechanism produces constraint-compliant points but does

not follow the style of the demonstrated skill, often resulting in long segments between intersection

points. The OO condition produced the lowest (best) path length across all conditions.

Adherence to Style Metric: Adherence to Style (A2S) for CO results in very high (poor) values

as intersection points are not coupled to demonstration data. For the OO condition, A2S is the

lowest followed closely by the KF condition. Given the relaxed off-manifold-intersection tolerance,

KF condition utilizes intersection points that have greater variance than the OO condition, and

thus the KF condition sees slightly worse A2S performance.

Adherence to Function Metric: For successful events, during biased sampling the CO in-

tersection point generation mechanism produced a slightly higher adherence to function (A2F)

percentage. When successful planning under the CO condition occurred (which was rare), the

biasing enables generated points during planning to produce on-manifold points. However, given

the simplicity of this evaluation domain, the A2F values were all quite high (≥ 91%). Likewise,

given the simplicity of the domain, interpolation between points can produce segments of the final

solution trajectory during constrained planning that are slightly off-manifold, hence why none of
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the conditions achieved exactly 100% A2F.

Planning Time Metric: Planning times for the KF and OO conditions are fairly equivalent

given how simple the environment is for producing points. However, the CO method produced

significantly longer planning times. As the CO method does not rely on the keyframe distributions

for seed points, the optimization often took much longer to converge during successful planning

events.

4.5.3 Domain III Results - Simulated Manipulator Arm with Implicit Manifold

Constraints

Table 4.3 indicates that the Optimization (OO) intersection point generation mechanism

results in sequential manifold planning that is empirically more performant for Domain III, as

evidenced by the generally best-performing metrics across all conditions, especially planning success

percentage. Planning failures occur much more often when induced by environmental conditions

(Domain III) when not using the proposed OO intersection point generation mechanism.

Table 4.3: Metrics across 25 trials per 5 participants for Domain III.
Bold: best within intersection point gen. group (gray/white)

(KF=Keyframe-only, CO=Constraint-only Optimization, OO=Omega Optimization)
**Only includes successful trials.

Conditions Metrics
Sampling Collision

Obj.
Intersection
Pt. Gen.

Success
%

PL (m)** A2S (DTW)** A2F (%)** PT (s)**

Biased

Yes
KF 2.4 12.51 ± 1.22 1488.36 ± 644.43 69.65 ± 14.01 43.49 ± 3.18
CO 20.8 26.38 ± 5.87 8961.26 ± 3689.74 99.76 ± .58 49.93 ± 7.08
OO 96.0 10.06 ± 2.26 1218.68 ± 395.34 99.99 ± .10 44.18 ± 8.07

No
KF 11.2 11.57 ± 1.57 1285.38 ± 442.55 75.09 ± 12.90 41.46 ± 1.28
CO 27.2 24.22 ± 4.54 7434.85 ± 1890.90 99.89 ± 0.38 48.51 ± 7.52
OO 100 9.99 ± 2.09 1188.09 ± 362.50 99.94 ± .30 42.79 ± 6.22

Uniform

Yes
KF .8 21.15 ± .00 2686.66 ± 0.00 82.28 ± 0.00 94.57 ± 0.00
CO 4.0 63.10 ± 7.28 21921.38 ± 3935.41 99.77 ± .36 86.69 ± 11.87
OO 88.0 12.23 ± 3.65 1474.80 ± 471.43 99.98 ± .12 50.50 ± 8.20

No
KF .8 18.01 ± 4.65 2798.93 ± 1457.33 63.27 ± 14.08 75.75 ± 18.2
CO 4.8 58.84 ± 11.86 18547.05 ± 8668.48 99.77 ± .34 92.30 ± 25.62
OO 99.2 10.50 ± 2.62 1247.61 ± 433.55 99.98 ± .14 45.40 ± 8.48

Sampling Bias Condition: As indicated in Table 4.3 sampling bias for Domain III again shows

that intermediate trajectory distribution utilization decreases planning time for successful planning

events. In Domain III, biased sampling has a normalizing effect on planning time for successful
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planning events across all other conditions. This shows the demonstration data itself is useful

for more efficient planning, especially for constrained motion planning, assuming approximately

compliant demonstrations.

Planning Success Metric: Planning success percentages in Domain III display the biggest

differential amongst intersection point generation conditions, with OO generally resulting in ≥

88% planning success whereas all other intersection point generation methods never surpass 27.2%.

The inclusion of a collision object that creates a narrow feasible gap reduces the planning success

across all conditions but reveals the resiliency of OO in maintaining high planning success rates.

Path Length Metric: Path Length values are highest (poor) in the CO condition. The CO

condition produced constraint-compliant points but does not follow the style of the demonstrated

skill, often resulting in long segments between intersection points. Conditions utilizing keyframe-

derived candidate points significantly reduced path lengths, whereas the OO condition slightly

reduced path length relative to the KF conditions. Given that OO produces the optimal choice

for intersection points, the resultant path lengths are slightly shorter than the KF condition which

might produce slightly off-manifold-intersection points.

Adherence to Style Metric: Adherence to Style (A2S) for CO results in very high (poor)

values as intersection points are not coupled to demonstration data. In Domain II, the inclusion of

a collision object that creates a narrow gap the arm must traverse through results in the biggest

differentials in A2S. As keyframe points are derived from demonstration data, it follows that A2S

for CO conditions is much worse as the intersection points no longer are coupled to the stylistic

intent of human demonstrators, often resulting in unusual solution trajectories despite maintaining

constraint compliance.

Adherence to Function Metric: In Domain II, Adherence to Function (A2F) is ≥99% across

all conditions for CO and OO intersection point generation methods those intersection point gen-

eration methods likely produced Ω-points for successful planning events. However, the success

percentage for CO condition is substantially lower, with 27.2% as the best success percentage and

the lowest 4.0% despite 99.89 and 99.94% adherence to function percentages, respectively. As such,
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all conditions cannot produce constraint-compliant points perfectly, hence all conditions see <100%

adherence to function values.

Planning Time Metric: As mentioned in section 4.5.1, planning time is generally much lower

when using sampling bias. And across all conditions, OO resulted in substantially lower planning

times, whereas in cases where KF out-competed other approaches, the success percentages are quite

low (2.4% and 11.2%).



Chapter 5

Conclusion

This dissertation presents novel contributions that touch on all three major components of

robot learning from demonstration (see Figure 5.1). The first is Concept Constrained Learning from

Demonstration (CC-LfD), an algorithm that serves as the nucleus of the contributions herein. It

extends an established Learning from Demonstration technique by incorporating additional context

in the form of task space constraints. This algorithm motivated the development of an augmented

reality ecosystem for user-friendly teleoperation-based demonstration, skill editing, and evaluation.

This ecosystem is realized by two major contributions, a novel interactive augmented reality sys-

tem called Augmented Reality for Constrained Learning from Demonstration (ARC-LfD), and an

in-situ visualization engine for rendering robot holographic to aid in the self-correction and quality

of demonstration using an instrumented tong device called Augmented Reality-based Pose Opti-

mization for Constrained Learning from Demonstration (ARPOC-LfD). Lastly, this dissertation

describes an algorithm to more efficiently generate execution trajectories to sequential manifold

planning problems that are defined by the CC-LfD model. This algorithm is called Intersection

Point Dependency Relaxation (IPD-Relaxation). This planning algorithm is the key essential piece

that unlocks Constraint-based Learning from Demonstration by providing a mechanism for solv-

ing the challenging Sequential Manifold Planning problems that such models can produce. This

opens the door for robot agents to execute constraint-varying behavior as defined by users in a

human-robot collaborative environment.
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5.1 Summary of Contributions

Demonstration

Encoding

Execution

Plan Learning

Cost/Reward
Learning

Policy Learning

Kinesthetic Teleoperation Observation

Motion Plans Task Plans

ARC-LfD

CC-LfD

IPD-Relaxation

Optimization 

ARPOC-LfD

Figure 5.1: Revisiting the contributions of this dissertation within the framework of the Learning From
Demonstration pipeline.

5.1.1 Concept Constrained Learning from Demonstration (CC-LfD)

Chapter 2 describes the details of how CC-LfD enables learning of policies demonstrated

through demonstration trajectories while allowing skill repair through minimal additional demon-

strations. Results show that a single well-performed constrained demonstration dramatically re-

pairs poor skill performance. This improvement is remarkable when compared with traditional

approaches to skill repair whereby perfect demonstrations are introduced in an attempt to correct

existing data or models that are compromised. CC-LfD does not require the removal of existing

corrupted demonstrations for successful skill repair. This is significant because corrupted demon-

strations have viable skill information. Introducing conceptual constraints decouples the corrupting

features from this viable information. Without these constraints, a single poor demonstration can

prevent successful skill reconstruction. The unconstrained statistical keyframe distributions expose

the possibility of sampling a corrupted point whereas CC-LfD parses the distribution in such a

way that all sampled points satisfy the concept constraints. By relearning from this parsed data,
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CC-LfD effectively shifts the representation of keyframes towards constraint compliance to produce

a better representation overall.

The CC-LfD model also provides empirical evidence for skill transfer by CC-LfD, further

confirmed by the ARC-LfD interface. The redefining of objective behavior with a conceptual

constraint shows that corrected behavior is achievable after the introduction of one well-performed

constraint. The new model shows an ability to overcome the bias of prior demonstrations beholden

to the old constraint definition. This preliminary evidence suggests that concept constraints play

a role in skill transfer learning, but more research is desired.

5.1.2 Augmented Reality Systems for Constrained Robot Learning from Demon-

stration

Chapter 3 describes two systems that expand upon the interaction capabilities of human-robot

collaboration involving constrained learning from demonstration. ARC-LfD is proposed as a step

toward producing practical, real-world-ready LfD systems that allow non-roboticists to conduct

training and evaluation of robotic systems. The use of AR for in-situ visualizations relaxes the

requirement of a model of the environment to use in simulation for verification of learned skills.

Through visualizing a sample trajectory directly in the environment, users can preview the robot’s

skill execution contextualized by the actual environment itself.

The control flow of ARC-LfD provides an improvement over CC-LfD, allowing users to sepa-

rate demonstration from constraint application. Rather than requiring users to specify constraints

during live demonstrations, users are able to visualize and edit constraints at the verification step.

This allows focusing on ensuring constraints are both appropriately specified and applied to the

correct keyframes before application. Finally, the proposed constraint editing interface relaxes the

static environment assumption often levied for successful LfD skill deployment. ARC-LfD enables

direct skill repair and editing, creating constraints contextualized in the environment and applying

them to keyframes of an existing skill. Thus, ARC-LfD fills a critical technical gap in LfD systems,

enabling long-term skill assessment and validation as the environment or task requirements change
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over time.

The other AR system, ARPOC-LfD, combines elements from online pose optimization and

constrained demonstration to facilitate easier and more user-friendly forms of demonstration. The

ability to provide accurate demonstrations of both the stylistic intent of the skill as well as valid

examples of constrained motion both assist in the generation/encoding of the CC-LfD model. IPD-

Relaxation also depends on a quality keyframe model whose distributions aid in the discovery of

the correct constraint manifold overlap. By enabling users more easily provide demonstration data

through an easy-to-operate device, supported by systems that help users demonstrate potentially

challenging difficult constrained behavior, this helps facilitate better-constrained model representa-

tions and aides the IPD-Relaxation algorithm in choosing the correct constraint manifold overlap

regions for successful planning in a Sequential Manifold Planning problem.

5.1.3 Intersection Point Dependency Relaxation

Chapter 4 demonstrates how the CC-LfD model defines a Sequential Manifold Planning prob-

lem (SMPP), and then outlines how the distributions representing constraint transition boundaries

aid in relaxing an Intersection Point Dependent SMPP into an Intersection Point Independent

SMPP. This is facilitated by an optimization process called Intersection Point Dependency Relax-

ation or IPD-Relaxation. It utilizes a problem-specific Omega Optimization that greatly improves

the efficiency in choosing planning-success enabling intersection points for SMPP problems. Re-

sults presented in sections 4.5.2 and 4.5.3 show that this Omega Optimization process more often

produces the correct choice of intersection points when seeded with constraint transition keyframe

points. This demonstrates the utility of using points derived from the CC-LfD model in order

to solve Intersection Point Dependent SMPPs efficiently. These important results show how con-

strained motion planning can be used by constraint Learning from Demonstration models that

otherwise struggled to efficiently produce solution trajectories.
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5.2 Implications for Future Work

In its entirety, this dissertation presents a suite of algorithms and systems that enable the in-

tegration of task-pertinent context into the Robot Learning from Demonstration pipeline. However,

there are many avenues where further research is warranted.

CC-LfD introduces a novel mechanism for constraint integration into the encoding portion

of the LfD pipeline (see Chapter 2 and Figure 5.1). There are unexplored problem-areas that

warrant investigation as it relates to the integration of constraint-based context. For example, the

automatic keyframing mechanism of trajectory data may not correctly capture the intent of the

user, which could place too much emphasis on regions of the trajectory that have little importance

on the intended skill. Similarly, the culling process could remove keyframes with high information

about the behavioral intent of the demonstration. This may result in a poorly informed model that

is prone to error should users care heavily about the stylistic performance of the robot agent.

As it stands, CC-LfD models use single-chain (i.e. non-branching) directed graph representa-

tions of skills. If user demonstrations are highly variant, perhaps because a user is demonstrating

multiple alternative ways to complete a skill, the CC-LfD model tries to encompass all these demon-

strations into a single chain of sequential pose distributions. A model that relies more on a skill

tree representation with dedicated skill-variant paths through this tree-like representation would

provide a much broader representation of the task. Constraint transition keyframes would still exist

in these skill-variant paths. However, the alignment of skill-variants and skill-variant path jumping

are open problems. How to represent such models in AR and for use in IPD-Relaxation is also an

open problem.

This dissertation did not focus on the role that the statistical model choice plays in skill repair.

Perhaps models that reshape their distribution to bias new unconstrained demonstrations will

result in more effective skill repair than that of the CC-LfD evaluations. Furthermore, constrained

demonstration might not always be feasible or desirable depending on the setting. Perhaps a user

does not quite know what constraints are important relative to a task.
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While ARC-LfD and ARPOC-LfD provide alternative mechanisms for applying constraints

and providing demonstration, users might not always have a prior understanding of what constraints

are needed for a specific skill. A system that attempts to infer constraints and skill style from

previously learned skills could help users better understand how to shape a skill they are teaching

a robot. The AR systems presented in this paper could provide recommendation interfaces that

help explain what prior knowledge the robot system possesses and how this prior knowledge might

be helpful in constraining or demonstrating a new skill the user would like the robot to learn.

This form of lifelong experiential learning and continuous human-in-the-loop model update could

result in a much more sophisticated learning system. As it stands now, CC-LfD, ARC-LfD, and

ARPOC-LfD expect skill expertise from human collaborators, a requirement that might limit their

application feasibility.

While the IPD-Relaxation opens up constraint Learning from Demonstration to constrained

motion planning techniques, there could exist certain planning problems that undermine its ability

to perform Intersection Point Dependence Relaxation. For example, experiment conditions that

shift the ρ-useful set away from the learned distributions of the CC-LfD model might negatively

impact planning performance, as biased sampling would more often produce off-manifold points.

Future work that could better account for such shifts would make IPD-Relaxation generalize to

noisier LfD models. In a similar vein, adversarial demonstrations that result in multimodal keyframe

distributions could be detrimental to this algorithm as adjacent intersection points in the planning

graph might jump across different modes that result in infeasible planning. Future work might

consider how to generate robot LfD models that can self-differentiate between internal variance in

demonstrations.

A major area of future research lies within constraint type and representation. The task space

constraints in this dissertation are represented either as Boolean classifiers for rejection sampling

schemes or as Task Space Regions [17] (see Section 4.1.2.5). The systems and algorithms in this

dissertation rely on constraints that ignore time-dependent higher-order constraints like velocity,

acceleration, jerk, and torques. Expanding upon the diversity of usable constraints for the com-
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ponents of this dissertation would drastically expand the applicability of the contributions of this

dissertation. However, from a topological perspective, such constraints complicate the state repre-

sentation even further given that the integration of time indicates a potentially changing surface

topology of constraint manifolds with respect to time. Further fusing areas of geometric control

with constrained motion planning might unlock IPD-Relaxation and constrained LfD models for

more complicated constraint types.
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